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MNpBa MefyHapozHa koHdepeHumja ETVIMA
First International Conference ETIMA

PREFACE

The Faculty of Electrical Engineering at University Goce Delcev (UGD), has organized the
International Conference Electrical Engineering, Informatics, Machinery and Automation -
Technical Sciences applied in Economy, Education and Industry-ETIMA.

ETIMA has a goal to gather the scientists, professors, experts and professionals from the field of
technical sciences in one place as a forum for exchange of ideas, to strengthen the multidisciplinary
research and cooperation and to promote the achievements of technology and its impact on every aspect
of living. We hope that this conference will continue to be a venue for presenting the latest research
results and developments on the field of technology.

Conference ETIMA was held as online conference where contributed more than sixty colleagues, from
six different countries with forty papers.

We would like to express our gratitude to all the colleagues, who contributed to the success of
ETIMA’21 by presenting the results of their current research activities and by launching the new ideas
through many fruitful discussions.

We invite you and your colleagues also to attend ETIMA Conference in the future. One should believe
that next time we will have opportunity to meet each other and exchange ideas, scientific knowledge
and useful information in direct contact, as well as to enjoy the social events together.

The Organizing Committee of the Conference
IIPE/ITOBOP

Merynapoanata konpeperuuja Enexmpomexnuxa, Texnonozuja, Hngpopmamuxa, Mawuncmeo u
Aemomamuxa-mexHuuKu HAyKu 60 ciyxycoa na ekonomuja, oopazoseanue u unoycmpuja-ETHMA e
opraHu3MpaHa oJi cTpaHa Ha ENeKTpOoTeXHUUKHUOT paKkynTeT npu YHuBep3uteToT [ome Jemues.
ETUMA wuma 3a men ma ru cobepe Ha €IHO MECTO HAYYHHUIUTE, Mpodecopute, eKCHEepTUTE H
npodeCHOHAIIINTE O] MTOJIETO Ha TEXHUYKUTE HAYKH U Ja IIpeJicTaByBa (OopyM 3a pa3MeHa Ha UJCH, a
IO 3ajKaHyBa MyJITHIUCIUIUTHHAPHOTO HCTPAXKYBamkhe U cOpadOTKa U J1a TH POMOBHPA TEXHOJIOIIKUTE
JNOCTUTHYBamba M HUBHOTO BJIMjaHHE BpP3 CEKOj aclekT of kuBeewmeTo. Ce HazeBaMe JeKa OBaa
KoH(epeHIIMja ke TPOJOJDKU Ja OMJe HACTaH Ha KOj Ke Ce Mpe3cHTHpaaT HajHOBUTE PE3YJITaTH O]
UCTpaXyBamaTa U pa3BojoT Ha IIOJIETO HAa TEXHOJIOTHjaTa.

Kondepennujata ETUMA ce onpika online u Ha Hea Jjajioa CBOj JOIMPHUHOC MOBEKE OJ1 IIEECET aBTOPH
O]l IIECT PA3IIMYHK 3eMjU CO YETUPHECET TPYIA.

Cakame 512 ja nckakeMe Hamiata OJaroJapHOCT O CHUTE KOJIETM KOHM JOIpHHEcOoa 3a YCIEXOT Ha
ETHMA’21 co npe3eHTHpame Ha pe3yaTaTH O] HUBHUTE TEKOBHU HCTPaXKyBama U CO JAHCHPAme Ha
HOBH HJIEU NPEKY MHOTY IJIOJHHU TUCKYCHH.

Be nokanyBame Bue u Bammte xonern na 3emere ydectBo Ha ETVIMA u Bo mnanna. BepyBame nmexa
CIEIHHOT MaT K& UMaMe MOXHOCT Ja C€ CpeTHeMe, Ja pa3MEHUME HUJEH, 3HACHE U KOPHUCHU

I/IH(l)OpMaIH/II/I BO IUPEKTCH KOHTAKT, HO UCTO TaKa Ja Y)KMBaM€ 3a€IHO U BO APYIITBCHUTC HACTaHU.

Opeanuzayuonen 0060p Ha KoOHepeHyujama
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ASSESSING DIGITAL SKILLS AND COMPETENCIES OF PUBLIC

ADMINISTRATION AND DEFINING THEIR PROFICIENCY LEVEL
INVITED LECTURE

Bekim Fetajit
!Mother Teresa University, Informatics, North Macedonia, (Bekim.fetaji@unt.edu.mk)

Abstract

The focus of the research study is on analyses, assessment and evaluation of the digital skills and competencies
of administration and defines their proficiency levels in order to offer a solution for a better development in
administrative work. Every individual is meant to have a certain level of proficiency in digital skills. However,
the current education system has fallen short of providing our future generations with the basic understanding of
what it takes to succeed in a digital environment. The goal of this paper is to assess the digital skills and
competencies of administration and define their proficiency levels. Depending on their findings, the study suggest
recommendation and ways by which universities can improve on their curriculum so that students are better
equipped when they enter the workforce. Digital competency is a term used to describe the skills and knowledge
required to be digitally literate. Given the widespread use of digital technologies across the administration,
competencies are needed to properly drive the digital change. Technologies are increasingly complex, diverse
and with a fast-paced evolution that requires governments to increase efforts to keep the skill sets of public officers
updated, but also to anticipate the needs associated with emerging change. This assessment in the form of strategic
digital skills from an educational viewpoint is an essential measurement of the required skills of the future
workforce.

Key words Digital Skills, Assessment, Public administration proficiency, digital competences

1. Introduction

The internet and other digital technologies have changed our lives dramatically.
Nowadays, we feel like we can’t escape the digital world and its influence on our daily life.
Digital literacy is a part of our everyday life. It helps us communicate with others, find
information, solve problems and much more.

Digital literacy is not just about knowing how to use computers or smartphones - it
includes many different skills such as using social media networks or using mobile payment
apps, knowing how to create content online, understanding cybercrime and safety issues etc.

Peter Drucker is famously quoted as saying, "You can't manage what you can't
measure." Drucker’s axiom according to [1] embodies the recent spike in efforts to define,
measure and assess digital skills — steps essential toward building and managing a digitally
skilled workforce.

The main skills that all adults should have so that we can safely and effectively take part in
digital life.

Digital literacy is a set of skills and competencies which enable people to use digital
technology in ways that create value for themselves and others. The following will assess the
digital skills and competencies of administration and define their proficiency levels. Digital
literacy can be assessed to determine the proficiency levels of an individual. The assessment
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should measure the digital literacy skills and competencies, identify gaps in knowledge and
recommend ways to fill them.

The assessment should be conducted by professionals who are knowledgeable in the
field of digital media communication, learning design, educational assessment or instructional
design.

Digital skills and proficiency, which are fundamental for human development [2], have been a
matter of intense debate for decades. The proficiency levels of the digital skills depend on how
well it applies to an individual’s work.

Any knowledge worker in today’s world needs to have a basic proficiency in digital
skills as discussed by [3]. And this is not just true for administration but also for college
graduates but also for high school graduates. Digital skills and proficiency, which are
fundamental for human development, have been a matter of intense debate for decades. The
proficiency levels of the digital skills depend on how well it applies to an individual’s work.
Any knowledge worker in today’s world needs to have a basic proficiency in digital skills. And
this is not just true for college graduates but also for high school graduates. Digital skills and
competencies are essential for today's workforce in order to meet the needs of an ever-changing
digital environment.

Digital literacy is a vital skill for all professionals, but it is especially important for
administration professionals because their jobs focus on day-to-day operations within a
business. This means that they need to be able to read and understand instructions, instructions,
and manuals written in digital formats. They also need to know how to use different software
programs and applications that are prevalent in the workplace.

An assessment of digital skills should take into account five different levels: foundation,
intermediate, advanced, specialized, and professional. It should also include a variety of tasks
relevant to the individual’s job responsibilities such as using email, using social media
platforms like Facebook or Twitter, or creating documents with different word processing
There are many different ways to assess the digital skills of an administration. However, it is
difficult to define their proficiency level based on these assessments.

2. Literature review

Digitalization has been identified as the most significant technological trend according

to [6] that is changing, society, education and business [4]. Nowadays, firms are constantly
under pressure to use digital technologies and to adapt their business models to this new reality
[5].
On June7th, 2021, a search was conducted using Google Scholar citation database of peer-
reviewed literature. The initial search criterion was based on the word “digitalization in
administration “in the article titles. The initial search revealed 56,700 documents, which
included journal articles in the English language to enable interpretation. Tablelpresents an
overview of the review process.

Table 1. Literature Review

Google Scholar database Documents
Search term All fields 56627
“Digitalizationin Title-Abstract-Keywords 43954
administration” Article title 7441
Language English 2218
Source type Journal 1572
Document type Article 1442
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Self-assessment surveys can easily be added to existing surveys or other large-scale
sampling measures. The ITU and Eurostat (Eurostat) are examples of organizations
incorporating self-report surveys as part of their larger data collection process. The total
number of specific skills questions is fewer than other methods because the survey covers other
topics as well. In the ITU ICT Household Survey Questionnaire, question HH15 raised 9 ICT
skills, mainly computer-based skills, covering basic and intermediate skills, and a computer
programming question [7]. The rest of the survey covers other problems of access and use of
ICT. Eurostat has developed a digital skills indicator based on in DigComp [8]. A person
reports if they have performed various activities in the four competency areas: information
skills, communication skills, problem-solving skills, and software skills. A person's score is
"no ability", "low", "basic" or “higher than basic" [9]. The use of the Eurostat digital skills
measurement standard has items restricted to European countries.

Other evaluations are implemented as independent investigations. Digital Skills to
Tangible Outcomes (DiSTO) was originally built and verified in the UK and in the Netherlands
[10]. Recently, through association, these surveys have been used as part of specific research
projects in Australia, Chile, Brazil, Uruguay, and the United States (London School of
Economics and School of Political Science, date unknown). DiSTO uses the Likert scale, which
covers mobile and online skills. Another survey developed as part of the research project is the
ICT Skills Index (ISI). This online survey using the Likert scale asked 4,444 advanced ICT
skills in young people aged 16-35 in small island developing States [10].

3. Devising Public Administration Profficiency Levels

Based on a comparison framework for curriculum and competencies conducted by [6]
and the number of categories covered in total by these frameworks and curriculums, it can be
concluded that the following four categories cover the most relevant skills and competencies
required to make use digital technologies adequately.

Communication and collaboration. In terms of communication, it includes exchanging
information with the other users on digital platforms using various strategies to collaborate,
share, and communicate.

Digital content creation. The category of creation includes engaging in digital spaces to
design, create, and revise online content.

Privacy and Security. Include the key functions comprised of maintenance of practices to
secure digital identity, recognize threats, and understand the broader safety implications of
working in a digital environment.

Information and data literacy Skills. The category of information skills includes the required
skills to apply, evaluate, and manage information across digital and physical environments.
Problem solving - To identify needs and problems, and to resolve conceptual problems and
problem situations in digital environments

Table 2. Digital Skills Profficiency Levels

Levels . -
Complexity of Cognitive
Levels _expressed Tasks Aythonomy Domain
in number
1 Simple With guidance Remembering
Foundation -
2 Simple Guidance and Remembering
help
Intermediate 3 Well defined iertam Understanding
utonomy
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4 Well defined Au?onomy on Understanding
their own
5 Different tasks Independent Applying
Advanced . Independent and .
6 Most appropriate quide others Applying
Resolve complex Intearate
7 tasks limited grate. Evaluating
- . contributions
Specialized solutions
8 Resolye complex Integ_rated Evaluating
tasks interacting solutions
Resolve complex PrODOSE New
9 tasks with no X Creating
solutions
. delays
Professional .
New creative
Resolve complex . .
10 L solutions and Creating
tasks multitasking | :
ideas
The assessment will be conducted through a survey at the link

(https://forms.gle/XpzhfEZgJmZaNx6a6).

The following questions have been set: 1) What type of computing device do you use
at work? 2) How often do you use your device? 3) How would you grade your level (1-10) of
digital skills? 4) Do you know how to solve problems when using computers or mobile devices?
5) Grade your ability to identify spam, phishing, malware, viruses? 6) Can you troubleshoot
your device such as printer, keyboard, mouse, etc.? 7) How would you grade your skills for
creating content for a report, essay? 8) Can you evaluate and analyze properly content? 9)
Grade your ability to use social media accounts for communication and collaboration? 10) Can
you recognize threats in internet?

An example of a lower-level digital skill would be, "Albert can identify how and where
to organize and keep track of job ads in a job app on his laptop in order to retrieve them when
he needs them.” At level 5, an employment example of proficiency would be one’s ability to
"use a specialized app (e.g. Photoshop, IBM SPSS), to provide instructions to develop a report
to introduce a new procedure, and to resolve issues such as printer would not print and to fix
problems with installing the drivers."

4. Outcomes from the pre-research study

A pre-research study was conducted through a survey with 34 administrators in University, whereby the survey
was used as an instrument to analyze their skills in the usage of digital platforms, word processing, publishing,
communication and collaboration, social media platforms and features.

Within the survey, students were asked to provide the following information:

-The forms of media that admi nistration post on social media platforms. (text, image, etc.)
-The safety level applied to their social media engagement. (private, public, etc.)

According to Figure 1, most of the participants with 66% responded that they use text and image combined while
posting, followed by 34% that preferred only images, and 14% use mostly video and audio.
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Image only

Text only

Text and Image Combined 33 (66%)
Video and Audio

Images and Videos

| rarely post anything

0 10 20 30 40

Fig. 1. What do you usually use while posting?

® Computer

@ Laptop

@& Mobile Device
® Tablet

Fig.2. What type of computing device do you use at work?

From the feedback can be concluded that most of the participants with 64.7% responded that they use mainly
computers, followed by 29.4% that use laptops and 1% using mobile device and tablet.

15

14 (41.2%)

10

7 (20.6%)

4 (11.8%)

Fig.3. How often do you use computing device do you use at work?
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Fig4. Do you know how to solve problems when using computers or mobile devices?
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Fig.5. Grade your ability to identify spam, phishing, malware, viruses?
15

10 11 (32.4%)
10 (29.4%)

8 (23.5%)

4 (11.8%)

1 2 3 4 5

Fig.6. Can you troubleshoot your device such as printer, keyboard, mouse, etc.?
15

11 (32.4%) —
& /0

7 (20.6%)

5 (14.7%)

1 2 3 4 5
Fig.7. How would you grade your skills for creating content?
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Fig.8. Can you evaluate and analyse properly content?
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Fig.9. Grade your ability to use social media accounts for communication and collaboration?
20

15 16 (47.1%)

10 11 (32.4%)
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Fig.10. Can you recognize threats in internet?

13 (3?.2%)

2 (5.9%)
1(2.9%) 1(2.9%)

0 (0%) 0 (0%)

1 2 3 4 5 6 7 8 9 10

Fig.12. How would you grade your level (1-10) of digital skills?

5. Results and Discussion

Analyses were further carried out through IBM SPSS Statistics. Descriptive statistics and
correlations between variables were firstly calculated. Table 1 shows descriptive statistics,
Cronbach’s alpha (a) and the matrix of correlations of Skills and Competences, which were
used to carry out multiple regression analyses. Two multiple regressions were performed on
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the digital skills considered as independent variables and subsequently as dependent variables,
Time to Finish the Task (TFT), Correctness Level (CL), Number of Errors (NE), Self-Esteem

(SE) and Satisfaction (S).

Table 1. Multiple regression, Digital Skills and Competences

Skills Competences

B SE B B SE p
Information and data literacy 16.563 | 4.721 7.635 | 3.238
Communication and collaboration 0.153 |0.042 | 0.201** |0.061 |0.051 |0.131
Privacy and Security 0.217 |0.557 |0.162 0.003 [ 0.071 |0.021
Digital content creation 0.069 |0.065 |0.024 0.015 | 0.015 | 0.036
Problem solving 0.346 |0.186 |0.115 0.155 | 0.174 | 0.128
Time to Finish the Task (TFT) 0.159 |0.052 |0.203** | 0.067 |0.052 |0.134
Correctness Level (CL) 0.047 |0.246 |0.032 0.061 |0.120 | 0.075
Number of Errors (NE) 0.046 |0.035 | 0.084 0.045 | 0.035 | 0.073
Self-Esteem (SE) 0.304 |0.237 | 0.162 0.007 | 0.074 | 0.023
Satisfaction (S). 0.243 |0.309 | 0.063 0.152 | 0.133 | 0.143

R2=0.29 R?=0.139

F=7.13, p<0.001 F=354,p<0.01

*p < 0.10, **p < 0.05, ***p < 0.01.

6. Conclusion and Future Work

The impact on Digital Skills and Competencies has been analyzed, and insights and results
have been provided. Our method shows that finding out whether different ways of participating
in these asesement can lead to the realization of Competencies is novel. For this reason, we
consider digital skills as a relevant factor. The results show that when young workers have the
necessary skills, they tend to establish and maintain strategic relationships to provide critical
information and improve their workstatus. This means that young people should know how to
identify the correct information to connect with their inner circle to actively plan an activity
and to consciously participate in a group to achieve a specific goal. The aim is for them to
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know whom to add as friends to their contacts based on the information shared by these people
so that when they know how to work together through speciazed apps, they get social capital.
Having strategic skills can also improve the self-esteem, life satisfaction, and SW of young
graduates. This means that when administrator workers acquire the strategic skills necessary to
use to achieve specific goals, they feel better because they have a more positive image of
themselves. The security that strategic digital skills provide can also encourage them to feel
more satisfied with their lives. When young people have these digital skills, it has also been
observed that psychosocial variables increase, this variable considers indicators such as social
support, perception of support, feelings, business, and community awareness.
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Abstract

The paper presents a simulation circuit in Simulink of 2.2. kW synchronous permanent magnet motor, supplied
by pulse width inverter (PWM inverter) with two closed control loops per rotor angle and motor current. The
various motor operating regimes are simulated at and above the rated speed and with different step loads. The
obtained results present the motor normal operation with rated speed and load as well as its operation above the
rated speed where the effect of the field weakening can be observed. At higher speeds, the torque is considerably
reduced and in the case of rated load at higher speeds, the motor cannot maintain the synchronism. Besides motor
speed, motor current, torque, and output voltage from the inverter can be analyzed, from the simulation results.
The analysed control scheme is useful for the analysis of motor operation at various speeds.

Keywords
Synchronous permanent magnet motor, PWM inverter, field —weakening

Introduction

Synchronous permanent magnet motors (SPMM) have gained popularity due to their
outstanding performances such as high efficiency and power factor considerable higher than at
their main competitor-three phase squirrel cage asynchronous motor. Their main drawback is
the inability to direct start with the power supply from the mains. The development of power
electronics has promoted this type of motor as the main competitor of the asynchronous motor,
especially at high-speed applications.

The permanent magnet synchronous motor is started with the aid of inverter which also
regulates the motor speed in wide operating range. In range above the rated speed (base speed)
motor enters the field weakening region where the voltage is limited by the available voltage
from the inverter. In the same time the induced voltage is proportional to rotor speed while
motor torque is proportional to motor current and flux. At low speed, the rated stator current
and the rated excitation flux are used to obtain the rated torque. The voltage and the output
power, both, rise linearly with the speed. This operating range is referred to as constant-torque
or constant-flux region. Above rated speed, the voltage is kept constant and the flux is
decreased (weakened). The torque is inversely proportional to the speed increase. As the power
is constant beyond the rated speed, this is called constant-power region or field weakening
region.

Over the last two decades various control techniques of the inverters have been developed. In
[7] a novel field-weakening algorithm which is robust to flux linkage uncertainty is introduced.
Field weakening problem is formulated as an optimization problem which is solved online
using projected fast gradient method. Based on current research into the mathematical model
of the permanent magnet synchronous motor (PMSM) and the feedback linearization theory, a
control strategy established upon feedback linearization is proposed in [8]. Compared with
three-phase motors, multi-phase motor speed control systems have many advantages, which
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make them to have good prospects in many fields, such as the control system of electric vehicle
power equipment. In these control systems, it is necessary for the motor to have a wider speed
range [9]. Comparison of the operation in field-weakening region of various types of the
synchronous motors has been described in [5]. Other authors focus on optimization of the motor
itself in terms of improving the efficiency, dynamic characteristics and reducing the cogging
torque [1], [2].

The paper presents simulation circuit in Simulink of 2.2. KW synchronous permanent magnet
motor, supplied by pulse width inverter (PWM inverter) with two closed control loops per rotor
angle and motor current. The various motor operating regimes are simulated at and above rated
speed and with different step loads. The obtained results present the motor normal operation
with rated speed and load as well as the operation above the rated speed where the effect of the
field weakening can be observed. At higher speed the torque is considerably reduced and in
case of rated load at higher speeds, the motor cannot maintain the synchronism. Besides motor
speed, motor current, torque and output voltage from the inverter can be analysed, from the
simulation results. The analysed control scheme is useful for analysis of motor operation at
various speeds. The model is universal and can be used for arbitrary synchronous permanent
magnet motor by inputting the adequate motor parameters. Further research should be focused
on improving the distortion of the motor current from the harmonics, present due to the PWM
inverter.

2. Methodology and simulation circuit

The synchronous motors have been known for high efficiency and power factor which are their
main advantages over asynchronous motors. Their main drawback, besides the price, is the
inability of self-starting i.e. they require the inverter circuit for starting and operation. A
permanent magnet synchronous motor requires a control system, for example, a variable
frequency drive.

There are many control techniques implemented in control systems. The choice of the optimal
control method mainly depends on the task that is put in front of the electric drive. The main
methods for controlling a permanent magnet synchronous motor are shown in the Table 1 [3].

Table 1 Control strategies of SPMM

Control Advantages Disadvantages

Scalar Simple control scheme Control is not optimal, nor
suitable for tasks with the
variable load. Loss of control is

possible
With Smooth and precise setting of the | Requires rotor position sensor
S position | rotor position and motor rotation and powerful microcontroller
= sensor speed, large control range inside the control system
_— o
S ° Without No rotor position control is Sensorless field oriented control
§ 2 position required. Smooth and precise over full speed range is possible
'% = 2 sensor setting of the rotor position and only for PMSM with a salient
c £ g motor rotation speed. Large rotor, a powerful system is
S E control range, but less than with required
the position sensor
Direct torque A simple control circuit, good High torque and current ripple
control dynamic performance, wide
control range, no rotor position
sensor is required
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Open-loop Simple control scheme Control is not optimal, nor
suitable for tasks where there is
a variable load, loss of control is

possible
With position Simple control scheme Hall sensor required. There are
sensor (Hall torque ripples. It is intended for
Sensors) the control of PMSM with

trapezoidal back EMF. When
controlling PMSM with
sinusoidal back EMF, the
average torque is lower by 5 %.

Trapezoidal

Closed-loop

Without sensor A more powerful control system
required

Source: https://en.engineering-solutions.ru/motorcontrol/pmsm

In this paper a 2.2 kW motor with sinusoidal back EMF is analyzed in Simulink with the aid
of simulation circuit presented in Fig. 1.
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Te (N.m)

vbe vbe (V)

Fig. 1. Synchronous permanent magnet motor fed by the inverter

The motor data are presented in Table 2. They are based on analytical calculations of the motor.
Besides motor data also the steady-state characteristics of efficiency, current and output power
are presented in Figure. 2. The data presented in Table 2 and Fig. 2 can serve for the verification
of the obtained results by the simulation circuit in Simulink.

Table 2 Data of PMSM

Parameter Value
rated power (W) 2,200
rated current (A) 3.56
rated speed (rpm) 1,500
efficiency (%) 93.7
power factor (/) 0.99
torque angle (°) 18.5
no-load current (A) 0.3
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Fig. 2. Steady-state characteristics of efficiency, power, and current

The simulation circuit has two control loops. The inner loop regulates the motor's stator
currents. The outer loop controls the motor's speed. The reference speed is set at the input of
the PWM inverter. The motor model has a round type of rotor with sinusoidal back EMF. The
EMF and the flux density of the motor are presented in Fig.3. The load is applied to the motor
and in this model the step load is used. As an output from the simulation circuit the motor
speed, current and torque are obtained. By setting the values of reference speed and of the step

load various operating regimes can be simulated i.e. with rated speed and above the rated speed
combined with various step loads.
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Fig. 3. Back EMF and air gap flux density of analyzed motor

3. Results and discussion
3.1 Operation with a rated speed

Firstly, the simulation model is set for operating with the rated speed (i.e. 1,500 rpm or 157
rad/s). The motor operates with step load, i.e. 0.35 seconds after the acceleration has finished
the step load of 14 Nm is coupled to the motor shaft. The presented Simulink model in Fig.1 is
universal and can be easily adapted to any synchronous motor with round type rotor by
inputting parameters of the stator winding (resistance and inductance) as well as a number of
pair of poles and moment of inertia. The obtained results of motor speed, torque, and current
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at step load of 14 Nm is presented in Fig. 4. As expected, the motor accelerates and reaches the
synchronous speed of 157 rad/s at 0.15 seconds. After 0.35 seconds the step load of 14 Nm is
applied to the motor shaft. The motor continues to operate with synchronous speed without
losing the synchronism. The motor torque after the acceleration drops down to the no-load
torque and quickly increases again to the rated torque of 14 Nm when the step load is coupled
to the motor shaft. Similar behavior can be observed in the transient characteristic of motor
current, the current decreases to the no-load current (0.26 A for the analyzed motor) and later
quickly rise again to the rated current (app. 3.5 A rms value) when the rated load is applied to
the motor shaft. Obtained results of current from simulation model correspond to the presented
data in Table 1.
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Current [A]

0.1 0.2 0.3 0.4 0.5 0.6
Time [s]
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(c) current
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Fig. 4. Transient characteristics at rated speed and with a step load of 14 Nm
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3.2 Operation above rated speed

Permanent magnet synchronous motors have a single stator winding which generates a current
phasor I. This current phasor can be split into the two components along the d- and g-axis, lq

and Iq [4].
=1+ 1)

However, in permanent magnet machines, the flux is produced by permanent magnets, thus the
magnetic field (excitation) or magnetic flux cannot be controlled by varying the field current.
The permanent magnets are considered as “fixed excitation flux” sources Wm. Therefore,
control of the excitation field (flux control or field-weakening) is achieved by introducing an
opposing field Wr against the fixed excitation from the permanent magnets. It is achieved by
injecting a negative d-current Iq (or field current If), as shown in Fig. 5 [4].

Fig. 5. Transient characteristics at rated speed and with step load [4]

Figure 6 (a) shows the voltage phasor diagram when the motor is running at
a low speed well below the rated speed. When the motor is operated at rated
conditions, as shown in Figure 6 (b), it can be noted that the voltage vector
is on the voltage limit contour (maximum voltage Up). It is virtually
impossible to increase the speed by keeping a current I along the g—axis
once the induced voltage E equals the rated voltage.

To increase the speed beyond this limit, the current phasor should be rotated
towards the negative d-axis (introduction of a negative d-axis current Id).
Figure 6 (c) shows that the voltage vector U is kept within the voltage limit

[4].

# &
JJ/ o Lglg
!
§
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T
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.
(a) at low speed (b) at rated speed (c) beyond rated speed

Fig. 6. Voltage phasor diagram of PMSM [4]
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For the analyzed motor beyond the rated speeds of 1,500 rpm or 157 rad/s, the effect of field
weakening is present, and the torque decreases as the motor speed increases to maintain the
constant power. The effect of the field weakening for the analyzed motor is shown in Fig.7. It
is based on the analytical calculation of the motor in the program Ansys and predicts the motor
behavior and operation above the rated speed in terms of the steady-state characteristics.
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Fig. 7. Characteristics of torque, speed, and power of the analyzed motor in field weakening operation

In the Simulink circuit, the motor speed is set to 314 rad/s. The step load of 7 Nm is coupled
to the motor shaft 0.3 seconds after the start of the motor. The obtained characteristics of torque,
speed, and current are presented in Fig. 8. The motor can maintain synchronism with a load of
7 Nm at 314 rad/s speed or 3,000 rpm. According to Fig. 7 (a), the torque reduction in the field
weakening region at 3,000 rpm is at 6 Nm. The obtained result of torque from simulation differs
slightly from the analytical result of 6 Nm. This is due to the simulation circuit in which the
obtained torque is electromagnetic torque, slightly bigger than motor output torque presented
in Fig. 7 (a). The result of current obtained from Simulink is within the expected value of 7 A
rms value. A similar result is obtained for Fig. 7 (b) where at 3,000 rpm the motor current is 7
A. Obtained results from Simulink are in good agreement with the results from the analytical
calculation of the motor (steady-state characteristics).

Finally, the step load of 8 Nm is applied to the motor shaft and the obtained results are presented
in Fig 9. As can be seen from Fig. 9 because of flux weakening, the motor cannot operate under
this load, i.e. the motor losses the synchronism (Fig. 9).
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Fig. 8. Transient characteristics beyond the rated speed and with a step load of 7 Nm

The stator currents are quite "noisy,"” which is expected when using PWM inverters. The noise
introduced by the PWM inverter is also observed in the waveform of torque. However, the
motor's inertia prevents this noise from appearing in the motor's speed waveform [5].
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Fig. 9. Loss of synchronism at 8 Nm due to field-weakening

Conclusions

The synchronous permanent magnet motor with embedded or surface-mounted magnet always
operates together with the inverter, used for motor starting but also motor operation with
variable speed. Up to the rated speed, the motor operation is determined by the rated parameters
of the motor. Beyond the rated speed, the effect of field weakening decreases the motor torque
and the motor enters the so-called region of operation with constant power. As the speed
increases, to maintain constant power, the motor torque decreases.
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The paper also illustrates the operation of synchronous motor with inverter at rated speed and
above it. Above the rated speed, motor enters the field weakening region which can be observed
from the reduced capability of the motor to operate under various loads. The obtained transient
characteristics of speed torque and current determine the motor dynamic behavior at two
different speeds and with various step loads applied to the motor shaft. The obtained transient
characteristics (i.e. values of current, speed and torque) are compared with motor data from the
analytical calculation (steady-state characteristics) and this comparison shows reasonable
agreement between both methods. The used simulation circuit from Simulink is universal and
can be easily adapted to any synchronous motor by entering the adequate motor parameters. It
is a useful tool in analysis of motor dynamics.

Further research should be focused on improvement of harmonic content and elimination of
harmonics present in motor current due to the power supply from the inverter. Often, they are
the source of additional losses and overheating of the motor which makes the operation of the
synchronous motor with the inverter more complex and increases the operational costs.
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Abstract

This paper presents the speed regulation of a 2.2 kW asynchronous squirrel-cage motor, a product of company
Rade Koncar, with the aid of a voltage inverter controlled by the pulse-width modulation principle. The simulation
circuit is developed in software Powersim. The exact motor data are input in the simulation model and the
operation of the motor is simulated for various operating frequencies of the inverter. As an output, the transient
characteristics of speed, current, and torque are obtained at various operating speeds i.e. below and above the
rated speed of the motor. The effect of the field weakening is observed at higher operating speeds. Obtained results
of speed, torque, and currents are compared with the motor data obtained from the analytical model of the motor
and data of the manufacturers of variable speed drives, for operating regimes different than the rated. The
simulation can serve as an example that proves the theoretical principles of pulse-wide modulation where the
desired motor speed is easily obtained with the variation of frequency of modulating signal of the inverter.
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Introduction

The development of power electronic and static converters has reshaped the drive technology
and has opened a wide field of application for variable speed drives. This is especially
important for the asynchronous squirrel cage motors as they have been considered the prime
moving force of the industry mainly because they are robust, inexpensive, almost maintenance-
free, but with limited capabilities for speed regulation. The voltage inverters and various
techniques for speed regulation have made the asynchronous motors an attractive choice in
many applications where variable speed of the drive is required.

There are two different inverter control types: scalar (open loop) and vector (open or closed-
loop). The scalar control is based on the original concept of a frequency inverter: a signal of a
certain voltage/frequency ratio is imposed onto the motor terminals and this ratio is kept
constant throughout a frequency range, to keep the magnetizing flux of the motor unchanged.
It is applied when there is no need for fast responses to torque and speed commands and is
particularly interesting when there are multiple motors connected to a single drive [10]. The
control is open-loop and the speed precision obtained is a function of the motor slip, which
depends on the load, since the frequency is imposed on the stator windings. To improve the
performance of the motor at low speeds, some drives make use of special functions such as slip
compensation (attenuation of the speed variation as a function of the load) and torque boost (an
increase of the V/f ratio to compensate for the voltage drop due to the stator resistance) so that
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the torque capacity of the motor is maintained. This is the most used control type owing to its
simplicity and to the fact that most applications do not require high precision or fast responses
of the speed control. The vector control enables fast responses and a high level of precision on
the motor speed and torque control. The motor current is decoupled into two vectors, one to
produce the magnetizing flux and the other to produce torque, each of them regulated
separately. It can be open-loop (sensorless) or closed-loop (feedback) [10].

Traditional inverters can be replaced by pulse width modulation (PWM) control Z-source
inverter (ZSI) which offers buck-boost operation capability by utilizing shoot-through state and
provides less EMI noise [8]. The operation of voltage source inverters can be analyzed for
different conduction modes of the switches [1]. Other researchers focused on the simulation of
minor deteriorations in the operating conditions of a standard motor controlled from a voltage
source drive and whether the worsening condition can be detected at an early stage in the case
of the V/f and sensorless vector operating mode of the inverter [3]. Interesting findings
regarding transient characteristics of motor speed, current, and torque with various modulation
indexes can be found in [5]. Transient characteristics of the induction motor fed by voltage
inverter can be simulated in various software and one such example in Matlab/Simulink is
analyzed in [4]. Comparison between transient characteristics of the induction motor, fed by
the mains and by the voltage inverter, is presented in [2].

This paper presents the transient characteristics of a 2.2 kW three-phase induction squirrel cage
motor simulated in V/f control mode in an open control system in Powersim software. The
transient characteristics were obtained for various speeds, bellow, at, and above the rated speed.
As the constant V/f ratio was kept, above the rated speed, the effect of the field-weakening can
be observed. In addition, the harmonic content of the output voltage of the inverter was
analyzed. Finally, the advantages and drawbacks of the operation of the asynchronous motor
with a voltage inverter are outlined. The presented simulation circuit is useful for analyzing the
operation of asynchronous motors at various operating speeds and estimation of the dynamic
behavior of the motor.

2. Methodology and simulation circuit

The static converters have been proven to be the most successful and most economical way to
control the speed of the asynchronous motors turning the asynchronous motor into the full
controllable motor concerning the speed of rotation, i.e. the speed varies linearly with the
supply frequency. The torque developed by the asynchronous motor follows the equation
below [10]:

T= kl¢m I 2 (1)

By neglecting the voltage drop caused by the stator impedance, the magnetizing flux can be
found from:

¢m:k

Where:

T is the torque available on the motor shaft (Nm)

¢ is the magnetizing flux (Wb)

> is the rotor current (A) which depends on the load
V1 is the stator voltage (V)

k1 and k> are the constants and they depend on the material and machine design
f1- is the frequency of the power supply

V
L 2
N )

Considering a constant torque load and by varying proportionally amplitude and frequency of
the supplying voltage resulting in constant flux and consequently constant torque, the motor
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current remains unchanged. Therefore, the motor provides continuous adjustments of speed
and torque concerning the mechanical load. The ratio V1/f1 is kept constant up to the motor
base (rated) frequency. From this frequency upwards the voltage is kept constant at its base
(rated) value, while the frequency applied on the stator windings keeps growing, as shown in
Fig. 1 (a).

Voltage Torque Power
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fy b b
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(a) V=f£(f) at variable speed drives (b) T=f(f) at variable speed drives  ¢) P=f(f) at variable speed drives

Fig. 1. Flux, torque, and output power at variable speed drives [10]

Thereby the region above the base frequency is referred to as field weakening, in which the
flux decreases because of frequency increase, causing the motor torque to decrease gradually.
The typical torque versus speed curve of an inverter fed motor is presented in Fig. 1 (b). It
comes out that torque is kept constant up to the base frequency and beyond this point, it falls
(weakening field). Since the power output is proportional to the torque times speed, it grows
linearly up to the base frequency and from that point upwards it is kept constant. This is
summarized in Fig. 1 (c).

The presented theoretical principles of speed regulation are applied in the simulation circuit of
three-phase squirrel cage motor fed by the voltage inverter with rated data, presented in Table
1. The corresponding simulation circuit is presented in Fig. 2.

Table 1 Rated data of the analyzed motor

Parameter Value

rated power (W) 2200
rated current (A) 5.2

rated speed (rpm) 1355
efficiency (%) 79.4
power factor (/) 0.8

rated torque (Nm) 15.5
locked-rotor torque (Nm) 35.2
locked rotor phase current (A) 21.4

32



A VSI Motor Drive System

a%a@a@

FEitg o

Ay

(

|

Fig. 2. Flux, torque, and output power at variable speed drives [6]

The speed regulation is achieved by the PWM principle of control of conduction period of
transistors, determined by the cross-section point of the carrier signal (usually signal in form
of a triangle) and modulating sinusoidal signal. By varying the frequency of the modulating
signal the various operating speeds of the motor are obtained. Both signals are presented in

Fig. 3.
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a) modulating signal
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Time (s)

b) carrier signal

Fig. 3. Signals from the control circuit
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The supply voltage from the network is fed to the diode bridge and afterward, the DC link
voltage is fed into the inverter. The voltage measured at the DC link is presented in Fig. 4.
According to [10], the DC link voltage should be 1.41V;i, or for an input voltage of 380 V the
presented DC link voltage in Fig. 4 satisfies the expected value.
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Fig. 4. DC link voltage

The output voltage from the inverter will be presented in the next section together with its
harmonic analysis. Additionally, the speed, current, and motor torque, bellow, at and over the
rated speed will be presented as well.

3. Results and discussion

The motor is constructed for operation with a rated load of 15.5 Nm and a rated speed of 1,355
rpm. Therefore the frequency of the modulating signal is set to the rated frequency of 50 Hz
and the motor is loaded with 15 Nm. From the data, presented in Table 1, it can be observed
that the motor starting torque is sufficiently large to allow acceleration of the motor with the
rated load. The obtained results of the motor speed, torque, and current are presented in Fig. 5.
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Fig. 5. Motor characteristics at rated speed (supply with 50 Hz)

From the results presented in Fig. 5 it can be observed that after the acceleration with a rated
load of 15 Nm, the motor reaches the speed of 1,310 rpm which is in good agreement with the
rated speed of the motor from analytical calculations of 1,355 rpm. After the transients have
been suppressed and the motor has accelerated the output torque reaches 15 Nm, the result
which can be expected considering that the motor is loaded with a 15 Nm load. As for the
current, at motor starting it reaches the value of 25 A, still corresponding to the calculated
starting current of 21 A. After the steady-state operation is achieved the motor current has a
RMS value of 6 A and it corresponds to the calculated value in Table 1 of 5.2 A. The inverter
output voltage is presented in Fig. 6 (a). Additionally, typical waveforms from measurements
of the voltage at the output of the PWM inverter and on the input of the motor are presented in
Fig. 6 (b) [10].
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Fig. 6. Motor characteristics at rated speed

The harmonic content of the voltage on the output of the inverter is presented in Fig. 7.
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Fig. 7. Harmonics at the output voltage of PWM inverter

Increased harmonic content in the output voltage from the inverter increases the motor losses,
heating, vibrations, and motor noise. Furthermore, other effects may appear when induction
motors are fed by inverters. Insulation system dielectric stresses and shaft voltages allied with
potentially damaging bearing currents are well-known side effects [10]. There are several
measures that can be overtaken to improve the level of the high order harmonics. Some of them
are installation of output passive filters, usage of multi-level inverters, pulse-width modulation
quality improvement, and increase of the switching frequency.

A fundamental function of a variable speed drive is to adjust the speed of an electric motor.
The basic command frequency for variable speed drives is normally from 0 Hz to 50 Hz, but
mostly with the capability to be adjusted up to 400 Hz. If the base frequency of a motor is 50
Hz, then the final speed will be 8 times the base frequency of the motor with the command
frequency set at 400 Hz. Due to their design, it is not normal for standard induction motors to
operate at these high frequencies. In practice, a command frequency set point of between 25
Hz and 75 Hz is acceptable without compromising performance or introducing any mechanical
damage to the motor. At low-frequency set points, care must be taken that there is enough
cooling for the motor produced by the mechanical fan [7].

The next step in the analysis of motor operation with the voltage inverter is to decrease the
speed below the rated speed. For that purpose, the frequency of the modulating signal was
decreased to 25 Hz also the amplitude of the modulating signal to keep the flux constant and
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to operate the motor at low speed with the rated load of 15 Nm. The obtained characteristics of
speed, current, and torque below the rated speed are presented in Fig. 8.
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Fig. 8. Motor characteristics below rated speed (supply with 25 Hz)

Following the basic equation which determines the motor synchronous speed
60- f
n=——

3)
p
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with the supply of 25 Hz, a speed below 750 rpm is expected. The characteristic of speed
presented in Fig. 8 (a) reaches the speed of below 750 rpm after the acceleration has finished.
The motor is loaded with 15 Nm. As the ratio between voltage and flux is kept constant, there
is no limitation for the motor not to be loaded with the rated load. The characteristic of motor
output torque presented in Fig. 7 (b) reaches the steady-state value of 15 Nm after the
acceleration of the motor has finished. At motor operation below the rated speed, the motor
current is decreased. One example of how the current varies with speed and torque is presented
in Fig. 9 and can be found in [9]. All quantities are normalized so that the rated or base

value is 1.0. In this case, the analyzed motor current is decreased to 4 A or compared to the
data presented in Fig. 9 expected current, in this case, is 3.5 A taking into consideration that
for the full load and speed reduction of 50% a reduction of current of 58%, from the rated
current of 6 A, can be expected (Fig. 9). Obtained result of the simulated current agrees well
with the expected value of the current.
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Fig. 9. Variation of the drive input current with torque and speed [9]

The operation of the motor above the rated frequency is analyzed as well. Therefore, the
frequency of the modulating signal is set to 75 Hz. The amplitude of the voltage of the
modulating signal remains unchanged. According to Egs. (1) and (2), the motor enters the field-
weakling region. i.e. the reduction of the load torque which can be sustained by the motor,
when it operates with a constant V/f ratio or constant flux. One example what are the ranges of
reduction of the motor torque can be found in [10]. They are presented in Fig. 10.
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Fig. 10. Torque reduction for constant flux operation [10]

Fig. 11 presents the transient characteristics of speed, torque, and current for motor operation
above the rated speed.
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Fig. 11. Motor characteristics above rated speed (supply with 75 Hz)

According to Eq. (3) expected motor speed is 2,000 rpm for a 75 Hz power supply. The
obtained value of motor speed in Fig. 11 (a) is a little below the 2,000 rpm and corresponds to
the expected theoretical value. According to Fig. 11 at 1.5 times the rated frequency, a torque
reduction of 67% is expected, or for rated torque of 15 Nm, the torque reduction is 10 Nm. The
obtained result of the simulation in Fig. 11 (b) presents the torque reduction from 15 Nmto 11
Nm, that agrees well with the expectations. As the motor operates at flux weakening region,
the acceleration time of the motor is increased. By reducing the load, the acceleration time is
decreased. The motor current after the acceleration time is finished, is reduced up to the rated
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current, as the motor operates with constant power and constant voltage in flux weakening
region.

The application of voltage source inverters in variable speed drives has many advantages and
drawbacks. For the completeness of the analyses, we will name some of them. The main
advantages are speed control, smooth controllable starting and stopping, energy saving through
current limiting feature of the inverters, flexibility to set up and configure a variable speed
drive for various applications, e.g. constant torque, variable torque, hoisting, and many others.
One of the drawbacks is audible noise from the motor due to the various switching frequencies.
To overcome this problem switching frequency can be increased but this also increases the
harmonic content in the supply voltage, losses, and worsens the overall efficiency of the
system. Another issue is Radio Frequency Interference (RF interference) generated by variable
speed drives that can be very problematic, introducing faults on other equipment close to the
installed unit. Apart from these, the harmonic content of the supply voltage from the inverter
is responsible for poor power factor, excessive heating of neutral conductors (single-phase
loads only), excessive heating of induction motors, and high acoustic noise from transformers,
bus bars, switchgear, etc., abnormal heating of transformers and associated equipment, damage
to power factor correction capacitors. Yet, the variable speed drives are an irreplaceable part
of every industry, and their importance and development with continue in the years to come.

Conclusions

Variable speed drives are the prime moving force of many industries. The three-phase
asynchronous squirrel-cage motor, despite all its drawbacks, still dominates in many industries,
due to its robustness, simplicity, and low operational costs. The paper analyzes the operation
of three-phase squirrel cage motor at various operating speeds, i.e. at, below, and above the
rated speed.

The main goal of the paper is to illustrate the theoretical principles of operation of the
asynchronous motor with the voltage inverter at a constant V/f ratio, supported by the
corresponding analysis from the simulation. The simulation circuit from the software Powersim
allows obtaining the transient characteristic of motor speed, torque, and current along with
various operating voltages such as the voltage of the output of the inverter. The accuracy of
obtained transient characteristics at rated speed is verified by comparing them with rated data
of the motor obtained by analytical formulas. The accuracy of the obtained results at speeds
below and above the rated speed is compared with available data from the motor producers
who present the motor operating characteristics at frequencies different from the rated one. At
lower speed, the motor can sustain the rated load as a constant V/f ratio is maintained. The
motor operates within a constant torque region as described in section 2 of the paper. Above
the rated speed, the motor enters the field-weakening region as the V/f ratio cannot be
maintained constant i.e. the voltage is kept unchanged, but the frequency is increased. Motor
enters the constant power region, where the capability of the motor to sustain the rated load is
reduced. The presented simulation circuit is very useful in the analysis of variable speed drives
with asynchronous motors, especially in cases where no experimental equipment is available.
The theoretical principles of voltage-fed asynchronous motor can be analyzed and illustrated
comprehensively. The simulation circuit allows analysis of various measuring quantities such
as voltage or current at different points of the circuit. Furthermore, the Fast Fourier
Transformation (FFT) can be performed on measured voltages allowing estimation of the
power quality of the supplied voltage.

Further research should be focused on improving the harmonic content of the inverter voltage
thus improving the overall operating characteristics of the drive system in terms of reduced
losses and improved efficiency.
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Abstract

In the paper are presents the results of a practically realized on process Smart Power meter. The application is
intended for data collection for the voltage, the current in processing plants. By processing them, data on power,
energy, frequency and power factor are obtained. These quantities are visualized on an LCD display, stored in
an excel log file, and are distributed on the Internet via a WI-FI interface. The solution was realized with the
smart power module PEZ004 and Node MCU ESP 8266.

Key words
Power meter, WI-FI, Data Log.

1. Introduction

The data for energy consumption in industrial process plants are essential for the efficient
operation of the work process. On the basis of the data on the consumed energy, on the one
hand the production process can be planned, and on the other hand it is possible to take
measures to improve the efficiency and reduce the energy consumption [1], [2].

Built-in devices for measuring energy and power depend on the degree of development of the
measurement technique at the moment of realization of the industrial process. Thanks to the
development of the electronics, today's energy and power measurement systems enable the
measurement values of process quantities to be visualized on display, sent remotely and stored
in a file compatible for future user processing [3], [4]. In the Fig. 1 is shown block diagram on
one smart power system for energy and power measurements.

WI-FI
current —=— smart remote control
”"':'”E'EIE:-'}pnwermeter:‘r} microcomputer———— -,

industrial
PC
power
process —*data log
i
LCD
display

Fig. 1. Block diagram on one smart power system for energy and power measurements.

From Fig. 1 can be see that smart power system is based on microcomputer. It collects data on
the quantities of current and voltage in industrial power process and calculated data for energy
and power. The microcomputer sends this data to the Internet with a Wi-Fi modem [4]. The
microcomputer with the UART port it is connected to a personal computer to which it sends
the data to the Intra network. This hardware architecture provides on the one hand the data
adequate for energy consumption in the industrial power process to be collected and visualized
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on LCD displays and on a personal computer, and on the other hand the possibility for
distribution of data in the Internet network is created.

2. Design on Wi-Fi smart power meter

In this part an WI-FI smart power meter is designed. The designed solution will collect data
for the current from current transformer and the voltage on which is connected device in
industrial power process. In the Fig. 2 is shown block diagram of the specific solution of WI-
FI smart power meter.
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Fig. 2. Block diagram of the specific solution of WI-FI smart power meter.

The main part of this WI-FI smart power meter is the microcomputer. In the solution is
selected the NodeMCU ESP8266 [5], [6]. Smart power meter takes data on the current and the
voltage from the power device. The current data is taken with a current transformer. The voltage
data is obtained from the voltage of the device terminals. Based on the current and voltage, the
power meter calculates power, energy, frequency and power factor and sends it to the
microcomputer together with the current and voltage data. In the fig. 2 calculated values are
marked as: 1 is the data for voltage marked as V, 2 is the data for current marked as A, 3 is the
data for power marked as W, 4 is the data for energy marked as kWh, 5 is the data for frequency
marked as F and 6 is the data for power factor marked as PF. The power meter is connected to
the microcomputer with the serial port. The microcomputer sends data on the current values of
the quantities, on a personal computer, compatible in an excel file and also sends these
quantities to the Internet via a WI-FI connection.In the Fig. 3 is shown the connection diagram
of the realized solution.
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Fig. 3. Connection diagram of the realized solution.

Figure 3 shows that the solution was realized using Node8266MCU and a power meter PZEM
004T.

2.1 Features of the used hardware

a.)Microcomputer NodeMCU ESP8266

The NodeMCU ESP8266 development board comes with the ESP-12E module containing
ESP8266 chip having Tensilica Xtensa 32-bit LX106 RISC microprocessor. This
microprocessor supports RTOS and operates at 80MHz to 160 MHz adjustable clock
frequency. NodeMCU has 128 KB RAM and 4MB of Flash memory to store data and
programs. Its high processing power with in-built Wi-Fi / Bluetooth and Deep Sleep Operating
features make it ideal for 10T projects. NodeMCU can be powered using Micro USB jack and
VIN pin (External Supply Pin). It supports UART, SPI, and 12C interface. In the Fig. 4 is shown
NodeMCU ESP8266 and his pinout.

ESP-12E Chip 3.3V Voltage Regulator

USB to TTL Converter
2.4 GHz Antenna On-Board LED 2 S

DO Pin
a.)
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b.)
Fig. 4. a.) NodeMCU ESP8266 and b.) his pinout

NodeMCU is an open-source based firmware and development board specially targeted for 0T
based Applications. It includes firmware that runs on the ESP8266 Wi-Fi SoC from Espressif

Systems, and hardware which is based on the ESP-12 module.

NodeMCU ESP8266 Specifications & Features
« Microcontroller: Tensilica 32-bit RISC CPU Xtensa LX106
o Operating Voltage: 3.3V
e Input Voltage: 7-12V
« Digital I/0 Pins (D10): 16
e Analog Input Pins (ADC): 1

¢« UARTs: 1
e SPIs: 1
e 12Cs:1

e Flash Memory: 4 MB

« SRAM: 64 KB

e Clock Speed: 80 MHz

e USB-TTL based on CP2102 is included onboard, Enabling Plug n Play
e PCB Antenna

e Small Sized module to fit smartly inside your I0T projects

The NodeMCU ESP8266 board can be easily programmed with Arduino IDE since it is easy

to use.
In Table 1 is given pinout at this microcomputer.
Table 1: NodeMCU Development Board Pinout Configuration

Pin Name Description

Category

Power Micro-USB, Micro-USB: NodeMCU can be
33V, powered through the USB port
GND, 3.3V: Regulated 3.3V can be supplied
Vin to this pin to power the board

GND: Ground pins

Vin: External Power Supply

Control Pins EN, RST The pin and the button resets the
microcontroller

A_nalog A0 Used to measure analog voltage in the
Pin range of 0-3.3V
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GPIO Pins GPI0O1 to GP1016 NodeMCU has 16 general purpose input-
output pins on its board

SPI Pins SD1, CMD, SDO, CLK NodeMCU has four pins available for
SPI communication.
UART Pins TXDO0, RXDO0, TXD2, RXD2 NodeMCU has two UART interfaces,

UARTO (RXD0O & TXDO0) and UART1
(RXD1 & TXD1). UART1 is used to
upload the firmware/program.

12C Pins NodeMCU has 12C functionality support
but due to the internal functionality of
these pins, you have to find which pin is
12C.

b.)Power meter PZEM-004T

The power meter is mainly used for measuring AC voltage, current, active power, frequency,
power factor and active energy, the module is without display function, the data is read through
the TTL interface. PZEM-004T-10A built-in shunt have measuring range 10A, and PZEM-
004T-100Awith external transformer have measuring range 100A, [7] . In the fig. 5a is shown
the board on PZEM-004T power meter, and Fig. 5b is shown block diagram on this module.

| |AC POWER
‘ SUPPLY

NOUT| () ‘

TONIN | O
Iy |G

A

MEASUREMENT
SYSTEM

A4
NOLLY10SI
¥31dNOJ0.LdO
z
3
%
»
a

LouT

-~ %

a.) b.)
Fig. 5. a.) The board on PZEM-004T power meter, and b.) block diagram on this module.

The current signal is connected to power meter on the terminals NIN and NOUT, and the
voltage is connected on the terminals LIN and LOUT. The power meter is supply with 5 VDC
voltage. The terminals TX and RX are for serial communication.

Function description

Voltage measuring range is 80~260V.

Current measuring range is 0~10A(PZEM-004T-10A); 0~100A(PZEM-004T-100A)
Active power measuring range is 0~2.3kW(PZEM-004T-10A); 0~23kW(PZEM-004T-
100A)

Starting measure power is 0.4W. Resolution is 0.1W.

Display format: <1000W, it display one decimal, such as: 999.9W. >1000W, it display only
integer, such as: 1000W. Power factor measuring range is 0.00~1.00 , resolution is 0.01.
Frequency measuring range is 45Hz~65Hz, resolution is 0.1Hz.

Active energy measuring range is 0~9999.99kWh, resolution is 1Wh.

Display format: <10kWh, the display unit is Wh(1kWh=1000Wh), such as: 9999Wh
>10kWHh, the display unit is kWh, such as: 9999.99kWh

Over power alarm

Active power threshold can be set, when the measured active power exceeds the threshold, it
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can alarm. Communication interface is RS485 interface.

Communication protocol

Physical layer use UART to RS485 communication interface. Baud rate is 9600, 8 data bits, 1
stop bit, no parity. The application layer use the Modbus-RTU protocol to communicate. At
present, it only supports function codes such as 0x03 (Read Holding Register), 0x04 (Read
Input Register), 0x06 (Write Single Register), 0x41 (Calibration), 0x42 (Reset energy).etc.
0x41 function code is only for internal use (address can be only OxF8), used for factory
calibration and return to factory maintenance occasions, after the function code to increase 16-
bit password, the default password is 0x3721.

The address range of the slave is 0x01 ~ OxF7. The address 0x00 is used as the broadcast
address, the slave does not need to reply the master. The address OxF8 is used as the general
address, this address can be only used in single-slave environment and can be used for
calibration etc.operation.

The command format of the master reads the measurement result is(total of 8 bytes): Slave
Address + 0x04 + Register Address High Byte + Register Address Low Byte + Number of
Registers High Byte + Number of Registers Low Byte + CRC Check High Byte + CRC Check
Low Byte.

The command format of the reply from the slave is divided into two kinds: Correct Reply:
Slave Address + 0x04 + Number of Bytes + Register 1 Data High Byte + Register 1 Data Low
Byte + ... + CRC Check High Byte + CRC Check Low Byte Error Reply: Slave address + 0x84
+ Abnormal code + CRC check high byte + CRC check low byte.

3. Experimental results

The design of an WI-FI smart power meter are consists of hardware design and software design.

Hardvare design

According to the description of the characteristics of the hardware components given above
and the main purpose of the paper, in the Fig. 3 is shows the electrical circuit of the WI-FI
smart power meter. The circuit consists of NodeMCU8266-12E, PZEM-004T power meter
and LCD display. The operation of the circuit is described in point 2.

Software design

The software is written in micro C. NodeMCU ESP8266 software is compatible with the
Arduino IDE platform. The software ensures that the microcomputer receives the signals from
the power meter and, after processing, displays the current values on the voltage, current,
power, energy, frequency and power factor on LCD display, sends them as a data log file for
building a database compatible with an excel file, and distributes them to the WI-FI Internet
network.

According to the above, the software consists of several steps.

Defining on variables and libraries:

#include <PZEM004Tv30.h>

#include<stdlib.h>

/* ESP & Blynk */

#include <ESP8266WiFi.h>

#include <BlynkSimpleEsp8266.h>

#include <SimpleTimer.h>

#define BLYNK_PRINT Serial // Comment this out to disable prints and save space
#include <LiquidCrystal.h>

#include <Wire.h>

#include <LiquidCrystal_12C.h>

Setting for WI-FI connection:
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char auth[] = "-DcVhdifl2ct0VC7JpbM4QoWSXEaGthM"; //obtained from APP Store
[* WiFi credentials */

char ssid[] = "my_network"; //defining on WI-FI network

char pass[] = "Elsal1101"; //defining on passaport on WI-FI network

Building a data log file:
Serial.print(value());  // Read value from sensor and send its value to Excel
Serial.print(","); // Move to next column

Sending data to GI-FI:
Blynk.virtualRead(V3, variable);

Reading data on display:

Icd.print("name:");

Icd.print(variable);

Icd.print("unit™);

In the Fig. 6a is shown the experimental prototype on the WI-FI smart power meter, and the
Fig. 6b is shown the complete process WI-FI smart power meter. In the Fig. 7a is shown excel
data log file.

For remote transmission and display of current values of measurement data in the WI-FI
network is built SCADA based on APP Store platform. In the Fig. 7b is shows the screen of an
Android mobile device on which are showing the current values of the measurement data.

a.) b.)
Fig. 6. Experimental results: a.) prototype on the WI-FI smart power meter and b.) the complete
process WI-FI smart power meter.

Fig. 7. a.) Excel data log file, b.) screen of an Android mobile device on which are showing the
current values of the measurement data.
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Conclusions

In the paper with theoretical analysis is designed and practically realized WI-FI smart power
meter. The power meter allows data on power, energy, frequency and power factor to be
obtained only by measuring the voltage and current of a process device. Then these data are
processed, visualized on an LCD screen, sent as a data log in an excel file and distributed
remotely via a WI-FI connection. The solution also provides the ability to remote control on
the process quantities.
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Abstract

In the paper are presents the results of a practically realized process RF sensor network. The application is
intended for data collection in remote processing plants and their transmission to the main central control panel.
The solution is based on the RF interface module NRF24L01 and microcontroller. Two such modules
communicate in the RF connection, as transmitter and receiver. On the receiving side, the received process data
is displayed on an LCD display and stored in an excel log file.

Key words
NRF24L01module, Microcontroller, RF sensor network.

1. Introduction

In industrial processes, usually there is a need for data transmission in remote areas that are not
covered by internet network, [1], [2], [3]. In such cases, a convenient solution is radio
transmission and use of interfaces, sensors and controllers that support radio frequency
transmission[4].

There are various wireless communication technologies used in building 10T applications and
RF (Radio Frequency) is one of them. Usually such radio communications are two-way. In the
Fig 1 is shown block diagram of one RF sensors network.

transmitter/receiver 1 receiver/transmitter 2
RF module RF module
Sensors g ﬁ {} wﬁon ﬁ {} 1 actuators
actuators [ microcontroller microcontroller (o Sensors

Fig.1. Block diagram of RF sensors network.

Transmitter/receiver 1 and receiver/transmitter 2 on both sides are consist of sensors network
and actuators, RF module and microcontroller.

The main goal in this paper is the design of the RF sensor network. For the realization of the
goal, the RF module NRF24L01 [5] and a microcontroller Atmega 328P are used on an
Arduino uno board platform, [6].
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2. Design on RF sensor network based on NRF24L01 and microcontroller

The designed sensor network in thispaper has the task to measure temperature and humidity at
the measuring point and send measured values via RF transmission to the receiving point where
these values are displayed on LCD screen and stored on PC ina data log file compatible with
Microsoft Excel. In the Fig. 2 is shown block diagram of designed RF sensor network][5].

transmitter receiver
RF module RF module
DHT11 N RF transmission e LCD
ﬁ- {} \? ﬁ {! display
sensor 4 Atmega 328P Atmega 328P =
Arduino Uno Arduino Uno
temperature
humidity PC
Data log

Fig. 2. Block diagram of designed RF sensor network.

The sensor network designed in this paper is consists of a transmitter and a receiver. The
transmitter consists a temperature sensor with component DHT11, NRF24L01 module and
microcontroller Atmega 328P on Arduino uno board. The receiver consists of NRF24L01
module, Atmega 328P microcontroller on Arduino uno board and LCD display.

Guided by the main goal of the paper, design of RF sensor network, in the next section are
given the theoretical foundations of the components used.

2.1 Features of the used hardware
a.) NRF24L01 module

NRF24L01 is a single-chip radio transceiver module that operates on 2.4 - 2.5 GHz (ISM
band)[5]. This transceiver module consists of a fully integrated frequency synthesizer, a power
amplifier, a crystal oscillator, a demodulator, a modulator, and Enhanced ShockBurs protocol
engine. Output power, frequency channels, and protocol setup are easily programmable
through an SPI interface.Built-in Power Down and Standby modes makes power saving easily
realizable. In the Fig. 3 is shown electronic board on NRF24L01 module and his pinout.
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Fig.3. Electronic board on NRF24L01 module and his pinout.

In the Fig. 4 is shown block diagram of electronic components of NRF24L01 module.
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Fig. 4. Block diagram on the electronic components at NRF24L01 module.

In the Table 1 are given pinout configuration on NRF24L01 module.

Table 1: Pinout configuration on NRF24L01 module

Pin Pin Abbreviation  Function
Number Name
1 Ground Ground Connected to the Ground of the system



Vce Power Powers the module using 3.3V

CE Chip Enable Used to enable SPI communication
CSN Ship Select Not  This pin has to be kept high always, else it will disable
the SPI
5 SCK Serial Clock Provides the clock pulse using which the SPI
communication works
6 MOSI  Master Out Slave Connected to MOSI pin of MCU, for the module to
In receive data from the MCU
7 MISO  Master In Slave Connected to MISO pin of MCU, for the module to
Out send data from the MCU
8 IRQ Interrupt It is an active low pin and is used only if interrupt is
required

NRF24L01 Features:

2.4GHz RF transceiver Module

Operating Voltage: 3.3V

Nominal current: 50mA

Range : 50 — 100 m

Operating current: 250mA (maximum)

Communication Protocol: SPI

Baud Rate: 250 kbps - 2 Mbps.

Channel Range: 125

Maximum Pipelines/node : 6

Low cost wireless solution

The NRF24L01 is a wireless transceiver module, meaning each module can both send as well
as receive data. The operating frequency is 2.4 GHz, which falls under the ISM band and hence
it is legal to use in almost in all countries for engineering applications. When the modules
operate efficiently can cover a distance of 100 meters (200 feet) which makes it a great choice
for all wireless remote controlled projects.

The module operates at 3.3V hence can be easily used with 3.2V systems or 5V systems. Each
module has an address range of 125 and each module can communicate with 6 other modules
hence it is possible to have multiple wireless units communicating with each other in a
particular area. Hence mesh networks or other types of networks are possible using this module.
Therefore, this module is an ideal choice for practical applications.

The NRF24L01 module works by means of SPI communications. These modules can either be
used with 3.3V microcontroller or a 5V microcontroller with SPI port. The complete details of
usage of this module through SPI is given in the data sheet below. The circuit diagram in the
Fig. 5showshow the module should be interfaced with the microcontroller.
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Fig. 5. NRF24L01 module interfaced with a microcontroller.

On Fig.5 is shown the usage of 3.3V microcontroller, but it is applied same for a 5V MCU.
The SPI Pins (MISO<MOSI and SCK) are connected to the SPI pins of the Microcontroller
and the signal pins (CE and CSN) are connected to the GPIO pins of the MCU.

There are ready made available libraries, like R24 Library, for interfacing this module with
Arduino. With help of these libraries NRF24L01 can be easily interfaced with Arduino with
few lines of code.If using some other microcontroller,the datasheet has to be read in order to
understand how to establish SPI communication.

The NRF24L01 module is a bit tricky to use especially since there are many cloned versions
in the market. In case of troubleshoot, 10uF and 0.1uF capacitors should be added in parallel
to source Vcc and Ground pins. Also, the 3.3V supply should be clean and does not have any
noise coupled in it.

b.) Microcomputer Atmega 328P

The Arduino Uno is an open-sourcemicrocontroller board based on the
MicrochipATmega328P microcontroller and developed by Arduino.cc. The board is equipped
with sets of digital and analog input/output (I/O) pins that may be interfaced to various
expansion boards (shields) and other circuits. The board has 14 digital 1/O pins (six capable of
PWM output), 6 analog I/O pins, and is programmable with the Arduino IDE (Integrated
Development Environment), via a type B USB cable. It can be powered by the USB cable or
by an external 9-volt battery, though it accepts voltages between 7 and 20 volts. The word
"uno™ means "one" in Italian and was chosen to mark the initial release of Arduino Software.
The Uno board is the first in a series of USB-based Arduino boards; it and version 1.0 of the
Arduino IDE were the reference versions of Arduino, which have now evolved to newer
releases. The ATmega328P on the board comes preprogrammed with a bootloader that allows
uploading new code to it without the use of an external hardware programmer[6].In the Fig. 6a
is shown electronic board on Arduino Uno with build Atmega 328P microcontroller, and in
Fig. 6b is shown itspinoout.
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Fig.6.a.) Arduino Uno and b.) pinout

c.) DHT11 temperature and humidity sensor

The DHT11 is a commonly used temperature and humidity sensors. The sensor comes with a
dedicated NTC to measure temperature and an 8-bit microcontroller to output the values of
temperature and humidity as serial data. The connection diagram for this sensor is shown in the

Fig. 7.

vDD vDD
5K

1Pin

MCU pATA 220 | DHT 11

4Pin
GND

Fig. 7. Connection diagram for DHT11 sensor.
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The sensor is also factory calibrated and hence easy to interface with other
microcontrollers.The sensor can measure temperature in range from 0°C to 50°C and humidity
from 20% to 90% with an accuracy of +1°C and £1%. The DHT11sensor is factory calibrated
and outputs serial data and hence it is highly easy to set it up. From Fig.7 can be seen that the
data pin is connected to an I/O pin of the MCU and a 5K pull-up resistor is used. This data pin
outputs the value of both temperature and humidity as serial data. For interface of DHT11 with
Arduino there are ready-made libraries for quick start. If it is needed to interface it with some
other MCU then the datasheet given below will come in handy. The output given by the data
pin is sent in the order of 8 bit humidity integer data + 8bit the Humidity decimal data +8 bit
temperature integer data + 8 bit fractional temperature data +8 bit parity bit. To request the
DHT11 module to send these data the 1/O pin has to be momentarily made low and then held
high as shown in the timing diagram in Fig.8.

Releases

VDD the bus
\ Hosi the stan ’ \ Respanse i ) ‘1 \ :,
of signal / \ signal / Mladmdr\ \ Data "1" bit 4
\__/ A1 \ R
GND A\
Single bus Pulled up to wait for Data '0" bit Down the end of
— Host signal Slave signal

Fig. 8.Timing diagram for DHT11 sensor

The duration of each host signal is explained in the DHT11 datasheet, with neat steps and
illustrative timing diagrams.This sensor can be used for temperature and humidity
measurement, local weather station, automatic climate control, environment monitoring. In
Fig.9 is shown DHT11 sensor in real size with its pinout.

r ;bGround (3)
————»0atai{2)
Vee (1)
Vce (1) Data (2) Gnd (4)

Fig. 9. DHT11 sensor in real size with his pinout.

DHT11 Specifications:
o Operating Voltage: 3.5V to 5.5V
e Operating current: 0.3mA (measuring) 60uA (standby)
o Output: Serial data
o Temperature Range: 0°C to 50°C
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e Humidity Range: 20% to 90%
o Resolution: Temperature and Humidity both are 16-bit
e Accuracy: +1°C and +1%

The DHT11 sensor can either be purchased as a sensor or as a module. Either way, the
performance of the sensor is same. The sensor comes as a 4-pin package out of which only
three pins are used whereas the module comes with three pins as shown above.The only
difference between the sensor and module is that the module will have a filtering capacitor and
pull-up resistor inbuilt, and for the sensor, are externally used if required.

d.) LCD display

LCD 16x2 display is used for visualization on date values on the voltage and the current. LCD
is connection with expander circuit by parallel date port. In Figure 10 is shown LCD 16x2
display.

Fig. 10. LCD 20x4 display.

3. Experimental results
a.) RFTransmitter side

In Fig. 11 is shown the connection of the components of RF transmitter side. The transmitter
side consists of an Arduino UNO, NRF24L01 module and DHT11 sensor. Interfacing of the
Arduino UNO with NRF24L01 and DHT11 is shown below. Arduino continuously gets data
from the DHT11 sensor and sends it to the NRF24L01 Transmitter. Then the RF transmitter
transmits the data into the environment.

=2



Fig.11. The connection of the components of RF transmitter side

In the Table 2 are given pinouts connection on NRF24L01 module, DHT11 and Arduino uno
on transmitter side.

Table 2: Pinouts connection on NRF24L01 module, DHT 11 and Arduino uno on transmitter side

NRF24L01 Arduino Uno

VCC 3.3V
GND GND
CE Pin9
CSN Pin10
SCK Pin 13
MOSI 11
MISO 12
DHT11 Arduino Uno
VCC 5V
GND GND
DATA 3

In Fig. 12ais shown the practically realized prototype of the RF transmitter, andFig. 12b shows
the finished RF transmitter device.
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a.) b.)
Fig. 12. RF transmitter device: a.) practically realized prototype of the RF transmitter and b.) finished
RF transmitter device.

b.) RF receiver side

In Fig. 13 is shown the connection of the components onreceiver side. The receiver side
consists of an Arduino UNO, NRF24L01 module, and 16x2 LCD display. At the receiver
side,nRF module receives the data from the transmitter and sends it to Arduino. Interfacing of
the Arduino with NRF24L01 and LCD display is shown below.

I ZO9T WO

Fig. 13. The connection of the components of RF receiver side.

Table 3: Pinouts connection on NRF24L.01 module, LCD display and Arduino uno on receiverr side
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In Fig. 14a is shown the practically realized prototype of the RF receiver, and inFig. 14b is

shown the finished RF receiver device.

a.) ‘

[ Temperatu: 17.7 C
Humiditw:36.8% ‘

b.)

Fig. 14. RF receiver device: a.) practically realized prototype of the RF receiver and b.) finished RF
receiver device.

In Fig. 15 is shown data for the temperature and the humidity measured by the DHT11 sensor,
sent by the RF transmitter and received from the RF receiver in a data log file compatible with

Microsoft Excel.
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A B c D E

1 Date Time Temperature® Humidity(%)
2 | 6/11/2021 11:41:32 265 56.9
3 6/11/2021 11:42:27 265 56.8
4 6/11/2021 11:42:47 267 56.6
£ 6/11/2021 11:42:52 267 56.6
6 6/11/2021 11:42:58 267 566
T 6/11/2021 11:43:03 267 571
8 6/11/2021 11:43:08 267 575
9 6/11/2021 11:43:13 267 571
10 6/11/2021 11:43:18 26.8 FB.A
11 6/11/2021 11:43:23 26.8 56.3
12 6/11/2021 11:43:28 26.8 56.1
13 6/11/2021 11:43:33 26.8 56.2
14 6/11/2021 11:43:38 26.8 56
15 6/11/2021 11:43:43 26.8 56.1
16 6/11/2021 11:43:48 26.8 56.2
17 6/11/2021 11:43:53 26.8 56.2
18 6/11/2021 11:43:58 26.8 56
19 6/11/2021 11:44:03 26.8 559
20 6/11/2021 11:44:08 26.9 558
21 6/11/2021 11:44:13 26.8 BRT
22 6/11/2021 11:44:18 26.8 RRT
Simple Data Simple Data with Plots Interactive Bar Graph

Fig.15. Temperature and the humidity data measured by the DHT11 sensor, sent by the RF
transmitter, received from the RF receiver in a data log file

Conclusions

In this paper with theoretical analysis is designed and practically realized process RF sensor
smart network. Sensor networkmeasurement and collection data for temperature and humidity
in measurement point at one remote processing plants and transmission to the main central
control panel. The data is displayed on the LCD display and stored in an excel log file. The
solution also provides the ability for upgrade to remote transfer on the data over the internet.
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Abstract

In the paper are presented the results of a practically realized on variable frequency sinus source. This source
generated sinusoidal voltage with amplitude from 0 to 220 V and frequency from 0 to 100 Hz. The solution is
based on EG8010 integrated circuit and driver circuit IR2010s. Control electronics operate IGBT transistors in
the topology of full bridge. The operation of the circuit is verified with oscillograms and data obtained from
measurements of the practically realized prototype.

Key words
PWM signal, frequency, sinus.

1. Introduction

The electronics converters used to control in power actuators (motors, heating devices) at the
output generate voltage and current with a square waveform or waveform which in the first
approximation is a modified sine wave. Therefore, there is a harmonic distortion of the output
voltages and currents at these power sources. This causes a reduction in the power factor and
the efficiency of the source [1]. One of the main tasks of electronics that deals with this issue
is the design of electronic components and devices that will provide a sine wave form of the
output voltage and current of the power source.

On the other hand electronic devices that control converters that drive induction motors, need
to provide a variable frequency waveform. This is in line with the requirement for the induction
motors to run at a constant torque, ie the operation of the motor at a constant torque requires
the V/f ratio to be constant.

A sinusoidal wave source is also required and for laboratory research.

Development of the electronic components and devices for power source is based on the
development of microelectronics circuits [2]. There are mainly two directions of development
of integrated circuits that are used in the power electronics. On one side are microcomputers
[3]. [4], [5], and on the other side are typical integrated circuits designed for special purposes
[6], [7]. Microcomputers are intelligent electronic component which have a number of
advantages over discrete electronic components. Their main advantage is the packing density
of the chip itself. It is the result of the development of microelectronics and enables over one
million discrete electronic elements to be embedded on a surface of 1 cm? Their second
advantage, which distinguishes them from discrete electronic components, is their application
flexibility [3], [4], [5]. The latter implies the ability to run different applications with the same
network hardware, and with software changes. But on the other hand, the design of electronic
circuits with a microcomputer requires knowledge of appropriate software and in the
development of the product converter it is necessary to include more specialists who know the
hardware, software and related knowledge to the topologists of the converters.
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Unlike from design of the converters based of microcomputer, design based of special circuit
requires reduced knowledge of hardware, software, and only a good knowledge of converter
topology is enough to make a successful converter product [6], [7]. Clearly, which approach
will are choose in the design of the converter depends on its nominal power. But for small and
medium power up to 5kW, it can be said that the design of a converter with special circuits is
more economically justified.
Therefore in this paper we want to verify the possibility of using an sinus source based on
special circuit that, in variable frequency and amplitude conditions, gives optimal results
comparable to a normal inverter system, with the difference that this system uses a low-cost
microcontroller. Indeed, the purpose is to evaluate the degree of precision that can be achieved
by using this integrated solution. Frequent sine source is based on SPWM technique and
SPWM signal.
Guided by the main goal of the paper, implementation of the special integrated circuit in
generating SPWM (sine pulse wave modulation) signals and realization of the converter with
power driver, here will be explained the functioning of these three interconnected parts, ie.
SPWM, integrated circuit and power driver.
In the Fig. 1 is shown a block diagram on 1-phase motor which is controlled by special integral
circuit.

1-phase motor

+ "

pcunk | | Driver 2

o

i) i SPWM { fedback and protection
special IC |<:=. A O
-undenvoltage
-phase fault

Fig. 1. Block diagram on 3-phase motor controlled by microcontroller.

SPWM signal which is a width modulated signal but with certain values on such a way that we
could create a sine shape wave at the output. This with used on MOSFET or IGBT transistors
could result in a sine wave inverter.

It is generally known that PWM signal is pulse width modulation. That means we modulate the
width of a square signal and by that we could control power. But, this width in case of normal
PWM is always the same. In case of SPWM or sinusoidal pulse width modulation, the width
of the signal is increasing and decreasing and my that simulating the curve of the sine wave.
With small width pulse, the output will increase a little bit and that represents the zone after
the O cross of the sine wave. Then with bigger widths, the output is getting bigger and bigger
and then it starts to get lower, just as a sine wave. Using two transistors switching, can could
get both the positive and negative sides of the sine wave, Fig. 2.

Ve
Vs

Fig. 2. Construction of SPWM signal.

In the Fig. 3 below can see a bit better how the width of the SPWM can create a good sinusoidal
shape at the output. Will use Integral Circuit to generate this SPWM signal. We apply this
signal to the power driver. These will be connected to the motor. In the Fig. 3 is shown SPWM
signal and the current and voltage waveforms of the motor.
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400
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;
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Time

Fig. 3. SPWM signal and the current and voltage waveforms of the motor.

2. Characteristics of the EG 8010 Special Integral Circuit

This Integral Circuit allows to obtain the pure sine wave at 50/60 Hz with high precision and
low harmonic distortion. It is also an external 12MHz crystal oscillator that allows you to adjust
the system clock. Lastly there is a sinusoidal SPWM generator. We report below the block
diagram and the electrical characteristics of the Integral Circuit. In the Fig. 4 is shown block
diagram on this circuit. This circuit can operation in unipolar and bipolar mod. With unipolar
modulation operation, only one of the two bridges (SPWMOUT3 and SPWMOQOUT4) will be
used for the output modulated in SPWM, the other bridge will be used instead for the
fundamental output (SPWMOUT1, SPWMOUT?2). From the circuit point of view there will be
an inductor and a capacitor, to create an LC filter, connected to the output port of the SPWM
and there will also be a voltage feedback circuit connected to the output of the inductor.
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Fig. 4. Block diagram on EG 8010 circuit.

o0

EG 8010 can ensure that the source (converter) operates in mode on variable output voltage
and constant frequency, in mode on constant voltage and variable frequency and in mode on
variable voltage and variable frequency. The first and second mode is used for AC voltage
consumers and the third for AC motor speed regulation. In the Fig.5 is shown the physical
appearance of the electronic board EG002 where they are embedded IC EG8010 and driver
IRF2110. In the Fig. 6 is shown electrical circuit on the electronic board with build IC EG8010
and driver IRF2110.
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Fig. 5. Electronic board EGS002 with build IC EG8010 and driver IRF2110.
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Fig. 6. Electrical circuit on the board EG002 with build IC EG8010 and driver IRF2110.
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In this paper, a converter design based on EG 8010 in mode on constant voltage and variable
frequency is made. In the Fig. 7 is shown electrical connected circuit where EG8010 operates
as a source frequency controller.

+5V
fe] Frequency
djust
Adjustable | ! Eirjcuuﬁt
FROSELO ! =
;enqdueﬁﬂw 18 16 |FRQAD d
FROSELO FROSEL1 f  FRosgLt|,, 08010 | -
1 0 0-100Hz ' 0 1L'|FI ;
1 1 0-400Hz 1 p 10K

Fig. 7. Electrical connected circuit where EG8010 operates as a source frequency controller.

EG8010 has two frequency modes: constant frequency mode and adjustable frequency mode.
In adjustable frequency mode, EG8010 only uses unipolar modulation, and pin (20)MODSEL
has to connect to low level. Pins FRQSEL1 and FRQSELDO set the frequency mode. In constant
frequency mode, “00” outputs S0Hz frequency and “01” outputs 60Hz frequency. FRQADJ
has no function in constant mode. Pin (16) is used as VFB2 voltage feedback circuit under
bipolar modulation. In adjustable frequency mode, “10” outputs frequency in range of 0-100Hz
and “11” outputs frequency in range of 0-400Hz. Pin FRQADJ adjusts the frequency as shown
in figure 8.6a. Pin FRQADIJ’s voltage varies from 0-5V, which is corresponding to the
fundamental wave output frequency from 0-100Hz or 0-400Hz. This function accompanies
with pin VVVVF can be used in the single phase frequency transformer system.

3. Experimental results

The operation of the EG8010 circuit is experimentally illustrated in the mode of constant
voltage and variable frequency. For this purpose the corresponding pins of the EG 8010 are set
as follows: for source with 100Hz variable frequency pins FRQSEL1,FRQSEL0=10, or for
source with 400 Hz variable frequency pins FRQSEL1,FRQSEL0=11, and pin VVVF is setting
in logical 0. Variable frequency from 0 to 100 Hz (or O to 400 Hz) is setting with resistor
connected to pin 16 on EG8010 shown in Fig. 7. AC output voltage is adjusted by the feedback
resistor R23.

To illustrate the mode of constant voltage and variable frequency, a prototype of a frequency
sine source was designed and practically realized. In the Fig. 8 is shown the prototype in the
manufacturing phase and Fig. 8 b is shows the finished device.

Fig. 8. Prototype of practically realized a frequency sine source: a.) in the manufacturing phase, b.)
finished device.
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In the Fig. 10a is shown PWM waveform on the output SPWMOUT3 and SPWMOQOUT4 on
EG 8010.

Fig. 10. PWM waveform on the output SPWMOUT3 and SPWMOUT4 horizontal is 4 ms/div and
vertical is 5 V/div.

From Fig. 10 are see that the pulse on output SPWMOUT3 and SPWMOUT3 are phase shifted
for 180. It provides orthogonal switching of IGBT transistors in one half bridge.

For verification of the work of the realized frequency sine source, are made oscillograms which
are shown in the Fig. 9.
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e.)

Fig. 9. Oscillograms from the work of the frequency sine source: a.) 3 Hz, horizontal div is 200 ms,
b.) 16 Hz, horizontal div is 20 ms, c.) 25 Hz, horizontal div is 8 ms, d.) 44 Hz, horizontal div is 8 ms,
e.) 69 Hz, horizontal div is 8 ms, f.) 100 Hz, horizontal div is 8 ms.

From Fig. 9 it can be seen that all oscillograms have a sine waveform, the vertical base is
100V/div and the sine wave amplitude is 300 V. The oscillograms in Fig. 9 are made when
EG8010 works like source with 100Hz variable frequency and pins FRQSEL1,FRQSEL0=10.
In the Fig 10 are shown the oscilograms when EG8010 works like source with 400Hz variable
frequency and pins FRQSEL1,FRQSELO0=11.

W, @

c.)
Fig. 10. Oscillograms from the work of the frequency sine source: a.) 135 Hz, horizontal div is 2 ms,
b.) 217 Hz, horizontal div is 2 ms, c.) 305 Hz, horizontal div is 2 ms.
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Conclusions

The paper analyzes the application of a special integrated circuit which controlling inverter to
generate sine voltage. The characteristics of the circuit are given and the advantages of its
application in relation to the inverters controlled by microcomputer are emphasized. Designed
and experimentally is realized prototype on frequency sine source controlling by this circuit.
The results of the work of the prototype confirmed by the oscillograms, show that the realized
frequency sine source generates voltage with sine waveform with variable frequency and
constant amplitude.
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Abstract

In the paper are presents the results of a practically realized prototype on an microcontroller circuit for
determined on the compensation capacitance in inductive network. In energy networks with high inductive
load the reactive energy is high and therefore these networks operate with a low power factor. In such
networks to reduce the reactive energy are installed compensating capacitors. The solution in the paper
determines the required capacitance in inductive networks to reduce reactive energy and increase the power
factor to one unit. The realized measuring circuit, in addition to determining the value of the compensation
capacitor, determines the current, voltage, active power, active energy and reactive energy. The circuit is
based on Atmega 328 microcontroller and smart power meter PZEMO004. The capacitance value is visualized
on an LCD display, and the values of current, voltage, active power, compensation capacitance and power
factor are displayed on a serial monitor on the computer.

Key words
Power meter, Microcontroller, Measurement capacitance.

1. Introduction

In power industrial plants, AC and DC motors are mainly used as actuators. They are inductive
consumers and contribute to increasing reactive power (energy). The increase of reactive power
is related to the decrease of the power factor and thus the decrease of the active power at the
same apparent power. In power plants with AC or DC motors connected directly to the power
network, the reason for the reduction of the power factor is the increase of the phase angle
between the voltage and the current. This increase is caused by the inductive nature of electric
motors.

The situation is similar at actuators supply by converters. Due to the change in the inductance
of the load leads to a reduction of the power transfer from the converter to the load.

From interest is the power transferred from the power network (or converter) on the load be
maximal. Often due to the change in the parameters of the output circuit of the converter, this
power is not always maximal [1], [2], [3]. To maintain maximum transferred power from the
converter to the load, is needed knowledge of the parameters that affect the power. Independent
of the type of process controlled by the converter, motor drive or induction device, etc., causes
leading to a reduction in the transferred power are related to increasing the phase difference
between the voltage and the current of the converter as well the deviation of duty cycle of value
0.5. The change in the phase difference is caused by the change of parameters (inductance,
resistance, and capacitance) of the output circuit of the converter. To changing the duty cycle
on the output voltage of the converter comes as a result of the need to change the effective
value of the output voltage, with target to controlling the output power of the converter. The
change on the phase difference leads to an increase in reactive power and a reduction in the
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active power of the converter. And reduction of the duty cycle from 0.5 increases the harmonic
distortion of the output voltage and current of the converter. Both reasons reduced the output
active power and efficiency of the converter [4], [5], [6] [7].

In Fig. 1 is shown the electrical scheme of inductive actuators which is supply from full bridge
converter. A typical inductive actuator is a device for induction heating of metal materials. The
nominal initial values of the actuator parameters are: R =0.24 Q, C = 26,6 uF and L = 26,5 pH

[8].
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Fig. 1. Electrical scheme of inductive actuators which is supply from full bridge converter.

In Fig. 2 shows the output voltage and current waveforms on the converter from Fig. 1. In
induction heating/melting and similar applications the heated workpiece equivalent electrical
parameters are part of the resonant circuit. As the work-piece temperature increases, its
equivalent resistance and inductance change, thus changing the circuit resonant frequency.
Consequently, the deviation of the switching frequency from the resonant one is also changed,
which results in undesired change of output power. The typical R and L change during metal-
piece induction melting is in the range of 50%. These real values are used as an example in the

following investigation giving the values for the resonant frequency wo = 37665 rad/s, fo =
5998 Hz [9], [10].
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Fig. 2. Output voltage and current waveforms on full bridge converter loading with inductive load.

The mode of induction heating changes the value of the resistance and inductance of the
resonant circuit of the converter. This leads to a change in the phase difference between the
current and the voltage of the converter and the change of the output power. In Table | are
given the values on the switching frequency fsw , output voltage Uo, output current lo, output
power P, and phase difference ¢ for chance the inductance for 20 %, i.e.: change on L from

21



26.5 uH on 31.5 pH.

TABLE I: VALUE ON OUTPUT CONVERTER PARAMETERS FOR CHANGE ON
INDUCTANCE FROM 20%

LR @ | fuw |l |U] P
[(wH] | [Q] | [ |I[kHZ] | [A] | [V] ]| [KVA]
26,5 | 0,24 | 500 | 6.27 | 208 56 | 107
315 | 0,29 | 31,34 | 6.27 | 145] 56 | 6,16

From Table I it can be seen that a change of R and L by 20% causes a change of the phase angle
for 63 % and change on the power for 58 %. In the Table Il is given value on compensation
capacitance which is needed to compensate for the change in inductance and the phase angle ¢
and the power Po to remain unchanged.

TABLE I: VALUE ON COMPENSATION CAPACITANCE AND POWER
L R C i fsw Io Uo PO
[uH] | [Q] | [wF] | [ |[kHz] | [A] | [V] | [KVA]
26,5 0,24 | 266 | 5.00 | 6.27 | 208 | 56 | 10,7
31,510,241 21.28 | 5.00 | 6.27 | 208 | 56 | 10.7

From Table I1 it can be seen that if a capacitor is installed in the circuit whose value is changed
by 20 %, it will compensate for the change in inductance and the circuit will operate with
constant power.

2. Design on microcontroller circuit for measurement on compensation capacitance

In this part an microcontroller (microcomputer) power meter is designed. The designed
solution will collect data for the current from current transformer and the voltage on which is
connected device in industrial power process. In the Fig. 3 is shown block diagram of the
specific microcontroller circuit, [8], [9], [10] [11].

calculated mesaurement
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iy |1 _ _ industral
| power
— process
T process -
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I —— | process
remote control | ~—W|* ety | power
1~ < | powermeter | CUTEM | device
Y = G | 4 ~1_F :
: voltage
e measurement
=" PF| & and
 — calculated

PC LCD
data display

Fig. 3. Block diagram of the specific solution of an microcontroller power meter.

The main part of this power meter is the microcomputer. In the solution is selected the
microcontroller Atmega 328P [12]. Microcontroller power meter takes data on the current and
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the voltage from the power device. The current data is taken with a current transformer. The
voltage data is obtained from the voltage of the device terminals. Based on the current and
voltage, the power meter calculates power, capactance and power factor and sends it to the
microcomputer together with the current and voltage data. In the Fig. 3 calculated values are
marked as: 1 is the data for voltage marked as V, 2 is the data for current marked as A, 3 is the
data for power marked as W, 4 is the data for capacitance marked as C, and 5 is the data for
power factor marked as PF. The power meter is connected to the microcomputer with the serial
port. Based on the values of these parameters, the microcontroller according to the developed
algorithm calculates the value of the compensation capacitance and displays it on the LCD
display. Also the microcontroller sends data on the current values of the quantities, on a
personal computer in serial monitor.

In the Fig. 4 is shown the connection diagram of the realized solution.

i2C 16x2 LCD Screen

elgg

pin A4 in Atmega
328P

pin A5 in A%mega
328P

PZEM-04T
.'m ag—
f—-’—! i ’ a Load
- _ ] ,

é’(zrggga pin Tx in Atmega
328P

pin Rx in Atmega
328P

Fig. 4. Connection diagram of the realized solution.

Figure 4 shows that the solution was realized using Arduino Uno Atmega 328P and a power
meter PZEM 004T, [13] .

2.1 Features of the used hardware

a.)Microcomputer Atmega 3238P

The Arduino Uno is an open-source microcontroller board based on the Microchip
ATmega328P microcontroller and developed by Arduino.cc. The board is equipped with sets
of digital and analog input/output (1/0) pins that may be interfaced to various expansion boards
(shields) and other circuits. The board has 14 digital 1/O pins (six capable of PWM output), 6
analog 1/O pins, and is programmable with the Arduino IDE (Integrated Development
Environment), via a type B USB cable. It can be powered by the USB cable or by an external
9-volt battery, though it accepts voltages between 7 and 20 volts. The word "uno™ means "one"
in Italian and was chosen to mark the initial release of Arduino Software.l! The Uno board is
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the first in a series of USB-based Arduino boards; it and version 1.0 of the Arduino IDE were
the reference versions of Arduino, which have now evolved to newer releases. The ATmega328
on the board comes preprogrammed with a bootloader that allows uploading new code to it
without the use of an external hardware programmer. In the Fig. 5a is shown electronic board
on Arduino Uno with build Atmega 328P mictrocontroller, and Fig. 5b is shown his pinoout.

DC Power Jack

Reset Input

Ground
Ground

b.)
Fig. 5. a.) Arduino Uno and b.) his pinout

b.)Power meter PZEM-004T

The power meter is mainly used for measuring AC voltage, current, active power, frequency,
power factor and active energy, the module is without display function, the data is read through
the TTL interface. PZEM-004T-10A built-in shunt have measuring range 10A, and PZEM-
004T-100Awith external transformer have measuring range 100A, [13] . In the fig. 6a is shown
the board on PZEM-004T power meter, and Fig. 6b is shown block diagram on this module.

The current signal is connected to power meter on the terminals NIN and NOUT, and the
voltage is connected on the terminals LIN and LOUT. The power meter is supply with 5 VDC
voltage. The terminals TX and RX are for serial communication.
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Fig. 6. a.) The board on PZEM-004T power meter, and b.) block diagram on this module.
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Function description

Voltage measuring range is 80~260V.

Current measuring range is 0~10A(PZEM-004T-10A); 0~100A(PZEM-004T-100A)
Active power measuring range is 0~2.3kW(PZEM-004T-10A); 0~23kW(PZEM-004T-
100A)

Starting measure power is 0.4W. Resolution is 0.1W.

Display format: <1000W, it display one decimal, such as: 999.9W. >1000W, it display only
integer, such as: 1000W. Power factor measuring range is 0.00~1.00, resolution is 0.01.
Frequency measuring range is 45Hz~65Hz, resolution is 0.1Hz.

Active energy measuring range is 0~9999.99kWh, resolution is 1Wh.,

Display format: <10kWh, the display unit is Wh(1kWh=1000Wh), such as: 9999Wh
>10kWh, the display unit is kWh, such as: 9999.99kWh

Over power alarm

Active power threshold can be set, when the measured active power exceeds the threshold, it
can alarm. Communication interface is RS485 interface.

Communication protocol

Physical layer use UART to RS485 communication interface. Baud rate is 9600, 8 data bits, 1
stop bit, no parity. The application layer use the Modbus-RTU protocol to communicate. At
present, it only supports function codes such as 0x03 (Read Holding Register), 0x04 (Read
Input Register), 0x06 (Write Single Register), 0x41 (Calibration), 0x42 (Reset energy).etc.
0x41 function code is only for internal use (address can be only OxF8), used for factory
calibration and return to factory maintenance occasions, after the function code to increase 16-
bit password, the default password is 0x3721.

The address range of the slave is 0x01 ~ OxF7. The address 0x00 is used as the broadcast
address, the slave does not need to reply the master. The address OxF8 is used as the general
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address, this address can be only used in single-slave environment and can be used for
calibration etc.operation.

The command format of the master reads the measurement result is(total of 8 bytes): Slave
Address + 0x04 + Register Address High Byte + Register Address Low Byte + Number of
Registers High Byte + Number of Registers Low Byte + CRC Check High Byte + CRC Check
Low Byte.

The command format of the reply from the slave is divided into two kinds: Correct Reply:
Slave Address + 0x04 + Number of Bytes + Register 1 Data High Byte + Register 1 Data Low
Byte + ... + CRC Check High Byte + CRC Check Low Byte Error Reply: Slave address + 0x84
+ Abnormal code + CRC check high byte + CRC check low byte.

3. Experimental results

The design of an microcontroller power meter are consists of hardware design and software
design.

Hardvare design

According to the description of the characteristics of the hardware components given above
and the main purpose of the paper, in the Fig. 4 is shows the electrical circuit of the WI-FI
smart power meter. The circuit consists of Arduino Uno, PZEM-004T power meter and LCD
display.

Software design

The software is written in micro C. Arduino Uno software is compatible with the Arduino IDE
platform. The software ensures that the microcomputer receives the signals from the power
meter and, after processing, displays the current values on the voltage, current, power, energy,
frequency and power factor on LCD display, sends them in serial monitor.

According to the above, the software consists of several steps.

Defining on variables and libraries:

#include <PZEMO004Tv30.h>

#include <SimpleTimer.h>

#include <LiquidCrystal.h>

#include <Wire.h>

#include <LiquidCrystal_12C.h>

Reading data on Serial Monitor:
float v = pzem.voltage(ip);
if (v<0.0)v=0.0;
Serial.print(v);Serial.print("V; ");
float i = pzem.current(ip);
if 1<0.0)i=0.0;
Serial.print(i);Serial.print("A; );
float p = pzem.power(ip);
if (p<0.0)p=0.0;
Serial.print(p);Serial.print("W; ");
Serial.print(Cap);Serial.print("uF ");
Serial.print("PF= ");Serial.print((p)/(v*i));
Building a data log file:
Serial.print(value());  // Read value from sensor and send its value to Excel
Serial.print(","); /l Move to next column

Reading data on display:
Icd.print(“name:");
Icd.print(variable);
Icd.print("unit™);
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In the Fig. 7a is shown the experimental prototype on microcontroller power meter, and the
Fig. 7b is shown the complete process microcontroller power meter.

a.) b.)
Fig. 7. Experimental results: a.) prototype on the microcontroller power meter and b.) the
complete process microcontroller power meter.

In the Fig. 8 is shown data for voltage, current, power, capacitance and power factor in serial
monitor.

; 0.06A; 10.00W; 0.S7uF PF= O.
; 0.06A; 10.00W; 0.S7uf PF= 0.70

0.06A; 10.00W;

s 0.06A; 10.00W;
; 0.06A; 11.00W;

46.136 -> 237.70V;
144:48.136 > 237.70V;
:44:50.136 -> 237.70V;

[11:44:52.176 -> 237.40V;
144:54.136 -> 237.40V;
1:44:56.136 -> 237.40V;

[11:44:58.136 -> 237.40V;
1:45:00.136 -> 237.70V;
11:45:02.136 -> 237.70V;
11:45:04.176 -> 237.10V;

[11:45:06.136 -> 237.10V;
11:45:08.136 -> 237.80V;
[11:45:10.136 -> 237.80V;
11:45:12.176 -> 237.60V;
11:45:14.136 —> 237.60V;
[11:45:16.136 -> 237.20V;
1:45:18.136 -> 237.20V;
11:45:20.176 -> 237.80V;
1:45:22.136 -> 237.80V;
}11:45:24.176 -> 237.90V;
[11:45:26.136 —> 237.90V;
1:45:28.136 -> 237.10V;
11:45:30.136 -> 237.10V;
11:45:32.136 -> 237.40V:

0.06A; 10.00W;
0.06A; 11.00W:
0.06A; 10.00W;
0.06A; 10.00W;
0.06A; 10.00W;
0.06A; 10.00W:
0.06A; 11.00W:
0.06A; 10.00W;
0.06A; 10.00W;
0.06A; 10.00W;
0.06A; 10.00W:
0.06A; 10.00W;
0.06R: 10.00W;
0.06A; 10.00W;
0.06A; 10.00W;
0.06A; 10.00W;
0.06€A; 11.00W;

0.57uF PF= 0.70
0.57uF PF= 0.70
0.51uf PF= 0.77
0.S7uF PF= 0.70
0.51uF PF= 0.77
0.57uF PF= 0.70
0.57uF PF= 0.70
0.S7uF PF= 0.70
0.57uF PF= 0.70
0.51uF PF= 0.77
0.57uF PF= 0.70
0.S7uF PF= 0.70
0.57uF PF= 0.70
0.57uF PF= 0.70
0.57uF PF= 0.70
0.57uF PF= 0.70

0.57uF BF= 0.70

0.57uF PF= 0.70
0.S7uF PF= 0.70

0.062; 10.00W: 0.
0.06A; 11.00W; 0.
0.06a; 11,00W:; 0.
0.06A; 11.00W; 0.51
0.063; 10.00W; 0.

0.06a;

1:45:34.136 -> 237.40V: 0.

11:45:36.136 -> 237.80V;

«

Fig. 8. The data for voltage, current, power, capacitance and power factor in serial monitor.

Conclusions

In the paper with theoretical analysis is designed and practically realized microcontroller power
meter. The power meter allows data on power, compensation capacitance and power factor to
be obtained only by measuring the voltage and current of a process device. Then these data are
processed, the required compensatory capacity is visualized on an LCD screen and data for
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voltage, current, power, capacitance and power factor are sent in serial monitor. The solution
also provides the ability for upgrade to remote control on the process quantities.
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Anctpakt: Bo mexom Ha docezaumama npakmuka 60 uspabomxa Ha eeumaiera uspabomeru 00 Koneau
GEUMU TUYA, MONCAM O Ce 800HAN PA3IUKU, NOHEKO2AUL U OUJAMEMPATHU, He CaAMO 80 Meno00a02Ujama
Ha uzpabomka, myxy u Ha gopma na npucmanom Ha npooiemom. Osa modce 0a npedussuxa 3a0yHa Kaj
KopucHuyume Ha ogue Haoou. Co 060j mpyo ce obudysame oa dademe NpUOOHeC KOH MemoOolo2uja 3d
uspabomra Ha npoghecuoHaner u 00jeKmueer Haoo U Mucierbe, NOCeOHO WMo 3d MAaKeo Heulmo doceea
Hema uzpabomeno mpyoosu, bapem e kaj Hac 6o penyonuxa Maxedonuja.

Bo mpyodom ce obpabomysa npobiremamuxa Ha OnONCAPY8arbe HA 00jeKmu Npeou38UKaHu 00
en.enepeuja. Tpyoom e cocmaser 00 mpu dena. Bo npguom e oadena memoodonocujama Ha ymepoysarse Ha
npuuuHume Ha onodcapysarsemo. Bo emopuom den ce obpabomenu npuuunume 3a HACMAHYEARE HA
ucmomo. Bo mpemuom Oen ce 06pabomeHu HeKOIKY Kapakmepucmuunu npumepu. Bo 06oj mpyo He ce
00pabomysanu eKOHOMCKU 3a2you u wmemu 00 NPUYUHA WMO ewmomo Jauye 00 obnacma Ha
e/IeKMPOMEXHUKA He € 06LACMEHO 3a eKOHOMCKO-(DUHAHCUCKY eumayerba

KayuHnu 300poBu . noscap, Kyca 8pcka, eutmo auye, Memoooao2ujd, NOCmanka, Ha4uH Ha uspabomxa Ha
8ewm HA0O U MUCTeFbe

1. MeTononoruja Ha YTBpAYBAaIL€ HA IPUYUHHA HA OIMOKAPYBaIbLE

VTBpAyBame Ha MPUUMHUTE 32 MOXKAP € KOMIUIEKCHO BEIITaYeHE KOE Ce U3BAEYBa CO
Iperjiesl Ha ONoKapeH 00jeKT Of] CTpaHa Ha BEILITAllM 3a Moxapu oj crpaHa Ha MBP. Osa ce
CIpOBEyBa CO IEJ Jla c€ YTBPAU NMpHMapHa MPUYMHA 32 MOXKapOT, OJHOCHHO, /1a JIK € J0
MoKap J0jI€HO MOpaaANu TEXHUYKHU Ae(PEeKT MM HEHCHPAaBHOCT, WM ce paboTH 3a HAMEPHO
npean3BUKaH moxap. [locramkara Ha BemITademe Ha IOXKApOT, JOKOJIKY ce paboTH 3a
eJIEKTpUYHA EHepruja Kako MOKeH MPUYMHUTEIN, Ce CIIPOBEyBa CO MPErJie] U UCITUTYBamkhe Ha
eJIEKTpUYHA WHCTAJaNNja U eNEKTPUYHHUTE YPEIH, YTBPIYBamhe Ha MECTO Ha HACTaHYyBambe U
BUJIOT Ha Je(EKTOT Ha JeJ O] eJIeKTPUYHA WHCTAJAIM]a WU eJIEKTPUYHHOT ypel U BPCKUTE
noMery nedeKkToT U mpuYMHaTa 3a moxapoT[6]. YTBpayBameTo ce BPIIU CO YBHJ HA JIHIE
MECTO, KaKO M CO BEIITAYEHETO Ha MaTEPHjaJIOT 3€MEH O]l MECTOTO Ha OTIOXKapyBambe.

[ToaroroBkara 3a yBUJ c€ COCTOM BO JOOMBAWKE HAa CUTE PEJIeBAaHTHU MHPOPMAIIH BO
BPCKa CO HACTAHYBAETO Ha MOKAPOT: MECTO U BpeMe Ha HACTAHOK, W3jaBU Ha OUYEBHLUTE U
MOKapHUKAPH, U3jaBa Ha COTICTBEHUK WJIM KOPHUCHUK Ha 00jeKTOT, (hoTorpaduu u Ha KpajoT,
Jla7i BO 00j€KTOT MOCTOEN HEKOj BHJI Ha MPOTUBIOXKAPHA 3aITHTa. VIcTO Taka, MOXKeIHo € Ja
ce npubaBu M TEXHUYKA JOKyMEHTaluja 3a 00JeKTOT, TOKOJIKY IIOCTOH, O KOU MOXE Jia ce
YIBpYM HAYUH Ha MPUKIYYOK M APYrd TapaMeTpu TOBP3aHU CO EIEKTPOTEXHUYKHUTE
KapaKTepUCTUKHU HAa MHCTAJIAl[jaTa Ha OMOXKapeH! 00jeKT.


mailto:npopovic2@hotmail.com

2. Ilpu4uHU 32 MojaByBam€ MOKAp

[Ipen na HaBeneMe HEKOJKYTE CIIY4aeBU Ha OMOXApEHH 00jeKTH, K€ ce 3a[pKUMe Ha
TEOPUCKHU JeJ, 33 MPUYMHUTE MOPaad KOU EJIEKTPUYHA CTpyja Mpeau3BuKyBa moxap [1].
Crope CTaTHCTUYKM TOJATOIl M MECTa3a I10jaByBabeé HEHCIPABHOCT Ha EJIEKTPUYHHTE
WHCTAJIAINH Ce:

-nedeKTH Ha TPOBOIHUIIN BrpaJicHu BO 00jeKT (mpeky 33%),

-kabmm, BriayuyBaun (20%),

-CHjaJIMIIU ¥ IPYTH U3BOpH Ha cBeTiuHa (okoiy 20%),

-MPEeKUHYBA4H, IPOJOHKHH KabmoBu U yruaHuIu (10%),

-OCUT'ypauu, IJIaBHU PEKUHYBa4M, pa3BoaHU opMaHu(5%),

-MEpHH yYpEIU U IPYTH MECTa BO PAMKHUTE Ha €JICKTPUYCH Pa3BO/I.

Kora crpyjatra moMHHYBa HH3 EJICKTPUYHUTE IMPOBOJHUIM CE pa3BHBA TOILIMHA.
Corunacuo [lyn-JIeHIIOBHOT 3aKOH, KOJIMYMHA Ha pa3BueHa ToiumHa Q(J) e mpomopiuoHanHa
co kBajaparotr Ha ctpyjatal(A), otmopot Ha npoBogHKK R(Q) ¥ BpeMeTO Ha MPOTEKHYBaHE
T(s).

Q=RIT

[Topanu TOa CO MPOTEKHYBamke HA EJIEKTPUYHA CTpyja Joara J0 HperpeBambe Ha
MPOBOJHUIIM IITO MPEIU3BUKYyBa 3arpeBame M NaJlCkhe Ha wu3ojanujata. Hacranato
MIPEONTEPETYBakbe HAJMHOTY BJIMjae Ha KOHTAKTH W HA CIIOEBH HA MPOBOJHUIIUTE, MTOCEOHO
JOKOJIKY HE C€ MpaBWIHO u3paboreHu. Jlo mperpeBame Ha MPOBOJHUIIMTE MOXE Ja J0jIe U
MIPY HOPMAJTHU OIITEPETYBamba, IO YCJIOB J]a Ha HEKOj HAYMH OWJIO CIIPEUYCHO OJIBEIyBAhC HA
TorutiHa. Bo nipakca HajuecTo ce najaT HeKBAJIMTETHHU U IIPEONITEPETEHH MPOIOKHU KaOJIOBH,
KaKo MTO Ke OuJie JaJIeHO BO CIIY4aj MOJIOIY.

Cauka 1. 3anajieHn NpoJoJKATETHN Ka0JIH
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Jlomn KOHTAKT UMa rojieMa OTIIOPHOCT IITO KAaKO IOCIIEANIA HMa JIOKATHO 3arpeBamke a Co Toa
U 3roieMeHa okcujanuja. OBa e OecrnoBpTeH Mporec, OUACjKH OTHOPOCT HA MECTOTO CE
3roJIeMyBa a CO TOa M YIIITE MOT0JIEMO 0CI000AYBamke HA TOIUIMHA, IIITO PE3YJITHPA 32 MAJICHE
Ha 3amajvBH MaTepujalid BO HemocpeaHa okxonuHallopanu oBa, Moxe nga gojae A0
OTOJKapyBamke HAa MaTepUjaid CO Majla TepPMHYKAa HHEpIHja KaKo IITO C€ IOCTEIHHHH,
NEPHUIM U APYTO, JOKOJKY C€ THE MMOCTaBEHH OJMCKY /10 M3BOPOT HA TorumHa. [loTpeOHa
MOKHOCT Ha aucumanuja u3HecyBa 28W. 3a KOMIOHEHTH Ha €JEKTpUYHA HMHCTAJAllH]ja
u3paborenu ox IIBLI, MmokHOCTa Ha nucunaiyja 3a onoxapysame ¢ 30W, noneka 3a apBeHH
npeaMeTH, Taa u3Hecyna 35-50W.

Jlpyra nmpuumHa 3a ONOKAPyBarbe MPEAN3BUKAHO OJ1 EIIEKTPHYHA HHCTAIaIMja € Kyca
Bpcka. Tpeba ma ce pasnmKyBaaT ABa THIA HA KycH BpCKd. [IpuMapHa W CeKyHIapHa.
ITpumapHa Kyca BpcKa HacTaHyBa BO HOPMaJTHa CPEIMHA U Taa € HajyecTo MPUYMHA 3a TOKap.
CekyHIapHaTa Kycaa BpPCKa HAaCTaHyBa OTIIOCIC, BO KOHMTaMHHHpaHA CPEAMHA MOJHA CO
NPOJYKTH Ha COropyBame M Taa HaCTaHyBa CEKOTall Kako MMOC/IenIia Ha onoxapysame.[Ipu
HAaCcTaHyBame Ha Kyca BPCKa, HA MECTO Ha JONMUpP Ha IPOBOJHHIIUTE, CE jaByBaaT CHTHH
TOIYHEbA, KAKO MOCIIEIUIA Ha TONCHE HA MATEPUjaioT, IPEIU3BUKAHO O] €JIEKTPUYEH JIaK,
KOM IITO CE€ Pa3lIMKyBaaT II0 T'OJIEMHHA OJ TONMYHEba Ha MPOBOJHMKOT HACTAHATH IMOpaId
HETOBO TOIEEHE OJ1 IOKapoT [2].

Cauka 2. Tomunma HAaCTAHATH 0] K.B.

Cauka 3. Tomunmka HaCTAHATH MOPAAM TONEH-€ O/ MOXKap
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HomwuranHa cTpyja MpeonTtepery Batbe Kyca Bpcka Kyca Bpcka
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Canka 4. U3rjieq Ha BHATPEIIHOCTA HA OCUTYPA40T 071 3aBHCHOCTA HA BU/JOT HA NpeonTepeTyBambe.

d

YecTo ce Ha MECTO Ha OMOXKapYBaHhE MOKAT J]a HAjAaT eNEKTPUYHH PElIoa, IPEasIKu, 1
CIMYHU YPEIH, KO LITO MOXKAT Jia mpeau3Bukaar noxap[3]. 3a na npean3BrKaaT moxap Tue
Tpeba Ja ce HaoraaT BO HEHTAPOT Ha OMOXKAapPEHO MECTO, Jla Ce BO OJIM3MHA HA MaTepHjall Koj
MOXe€ J1a TOpH, @ ¥ MOpa J1a ©MaaT I'PEjHU MOBPIIMHI KOU MOJKAT J1a pa3BHUaT JOBOJIHA TOIUTMHA
3a 3amayBame Ha MaTepHjalIoT.

3. KapakTepucTHYHU NPHMeEPH HA MOXKAP

Cayuaj 1.Bo exHHa nHAMBHTya THA CEJICKa KyKa HACTaHAT € MOKap BO KOj € YHUIIITEHA
KOMILUIETHA KPOBHA KOHCTPYKIIM]ja, KAKO M TOJIeM JIeJI O]l MOKyKHHHA U MeOenoT. OcTaHaTu
omte camo supoBute . OnokapeH O caMo elIeH 07 00jeKTUTe, J0JeKa Ha crapara Kyka, Koja
Ona BemHAII 10 Hea, HEMaJo Tpark o] onoxapysame.Co yBHI Ha JIMIIE MECTO YTBPJCHO €
KpajHo Jiolia u3Bea0a Ha MHCTANAIN]ja, @ KOPHCHUKOT U3BPIIIII CBOCBOJHO N3MECTYBakE HA
MEpeH ypea o] cTapara Kyka, BO HOB 00jeKT, KOj cera e omoxkapeH. [lokapor e HacraHar,
HajBEPOjaTHO, KaKo MOCIEANIIA Ha Kyca Bpcka Ha WHCTATAINHja BO HOBOM3TPAJCHUOT 00jEKT,
[IpU U3MECTYBambe Ha MepHa onpemal4].

Cauka 5. UncTananuja Bo cTapuoT 00jeKT
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Cauka 6. OnoxkapeH HOB 00jeKT

Cayuaj 2. Bo moxap Ha eJleH MEpeH pa3BOJCH OPMaH BO MHIWBHIyalHAa cTaMOeHa
KyKa, HHTEPBEHUPAHO € OJIArOBPEeMEHO, TOpaay IITO MOoXap He 3adaTHil MOTOJIEM e O]
KyKara, TyKy € JIOKaJH3HpaH Ha MECTOTO Ha HacTaHyBame. CO yBHJOT Ha JIMIE MECTO
VTIBPICHO € JieKa MOoXKap HacTaHaJl BO MEPEH pPa3BOJCH OpPMaH, OJ KaJie ce MPOIIUPUI BO
MPOCTOpHja IM033 OPMAaHOT OIOXKAPYBAjKU TH JIEIOBH O] €JICKTpUYHA WHCTAJIAlMja U
npocTopujaTta 1mo3aau opManoT. [loxkap € HajBepoBaTHO HacTaHAI KaKO IMOCIEAUIA O] Kyca
BPCKa BO IPOBOJIHUIIMTE BHATPE BO HETO. KAKO IMOCIEAUIIA O/l pa3BUCHA TOIUIMHA, CTOIICHO €
OpoMIIOTO, a OJ1 HACTAHATA CEKYHIapHA Kyca BPCKa, OIITETCH € U JIOBOJICH Ka0ell 01 OpOHIIOTO
1o mTeHaepoT. Bo 0Boj ciy4aj, Tpedaro ga ce 01BOjaT pa3BoJIeH O] MEpEH OpMaH, CO IITO Ou
ce 0J10eTHAJIO TPYIHpake Ha IPOBOHMIIM M HUBHATA 1o100pa nperyieaHoct. Jla 3abenexnme
U JIeKa e BUUIMBM KAPAaKTEPUCTUYHU Tparu Ha JIpBO, T.H ,,KPOKOJAWICKaA Koxka“. [Ipomenn
HACTaHATH CO TOpPEHhE¢ Ha MOBPIIMHA HA JPBOTO ce MaHU(ECTUPAaT BO OOJUK HA KOUKHYKU
MO3HATH NOJ KaKo ,,KPOKOJMJICKA KoXka* Tue ce MoCUTHU Tamy KajJie BaTpa MOJ0JITO Tpaea.
OTHH IO MPABHJIO CEKOj MaT Joara o]l CTpaHa KaJie ce KOIKHYKUA TTOMAJIA U TIOMEKH

Canka 7. TunudveH u3rjiex Ha ,,KPOKOIHJICKA KOXKa*.
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Ciiuka 8. Tparu Ha onoxapyBame BO OPMAHOT U eJ1.HHCTAIAIMja

Bo ropHuot cipar Hemallle HUKakBU Tparu ofi ON0XapyBambe HUTY OLUTETYyBake HAa HEKO] O]
armaparure.

Cayuaj 3. Onoxapena e TpadocTaHnIla Koja ce Haoralia BO IOJPYyM BO €/IHA JCIOBHA
srpana. [1o mojaBa Ha moxap, MHTEPBEHUPAIC BPAOOTEHUTE U CO TIOMOII Ha TIPOTHUBIIOKAPHU
amapaTd 3a eJeKTPUYHHM WHCpalallii ro u3racMaie, 06e3 Toj Ja ce MPOLIMPU HAIBOP O]
TpadocTaHuIa. YBUIOT € U3BPIICH OTKAKO JIe)KypHATa €KHUIla BeKe JOIIa Ha JIUIE MECTO U
caHupaina omTeTeHuTe ypeau. KoHcratupaHo e Jexa mokap HacTaHaj Kako IMocjenuia Ha
nabaBu KOHTaKTH (3rojieMEH TMpeoJieH OTIOp) Ha OCUTypauuTe 3a eIHa Trpyna Ha
MOTPONIYBauMTe BO 3rpagara. OBa JOBENO 0 3roJIeMyBamkbe Ha TeMIepaTypa ce 10 TOYKa Ha
Toneme. Camo co OraroBpeMeHa HHTEpPBEHIIMja Ha BpaOOTEHHTE, CIIpEUeHa € Morojema IreTa.

Ciauka 9. Ciauku co TEPMaAJIHA KaMepa M0 U3BPUICHA 3aMEHAa HA OLUTETEHHU IMOCTO/bA 324 OCUTypauuTe
CTONICHHU MOPAIH IoJIEM MMPEOAECH OTIIOP. Ce ruena HOpMaJ/IHA TeMIepartypa.
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Cayuaj 4. OnoxxapeH € J1eJ1 04 MAUHHU TPTOBCKH IIEHTAp, MOTOYHO IITaH[ KaJI€ IITO CE
npojgaBaaT canutapuu. O] JOKyMEHTallMja JaJicHa Ha BENITO JIMIIe, YTBPACHO € JeKa
€IMHCTBEH MOKEH MPUYMHHUTEN € MPOJODKEH Kabesl co KOj ce HarojyBal cMeTad-(puckaiHa
kaca. O W3BemTaj OJ KPUM TEXHUKA, KOj € JIOjACH MO H3rOTBYBAaWkE HAa BEIITAYCHETO,
MOTBPJICHO € JIeKa MpHuYMHATa 3a MoXkap € 3abopaBeHa rpeajka BKIIydeHa Ha MPOJOJIKEH
kaben[5].

I'enepanHo, Ha cekoja BPEIHOCT Ha e€JEKTpUYHA CTPyja, OJroBapa COOABETHO
3roJieMyBamk-€ Ha TEMIIepaTypa, Koe Mopa Jia Oujie orpaHudeHo, OTHOCHO TeMIIepaTypa He cMee
Jla TOCTUTHE TOYKa Ha MaJiekhe Ha U30J1alija, OKOJIHU IIPEeIMETH U MaTepujaiu, KO MOXKaT Aa
ounat paznuunu. [lorojem aenm Ha eBPOINCKHA M HAIMOHAIHU MPOIKCH MPEABUAYBaaT JeKa
3roJIeMyBameTO Ha TeMIlepaTypa Ha e1.CIIPOBOJHHUK Ha cMmee 1a Ouze nmorosema oxa 25° C Bo
OJIHOC Ha aMOWjeHTalTHA TeMIIeparypa.

Yectu ce ciiydyaeBU Ha IPEONTEPETYBAKHETO HA MPOBOIHUIIUTE BO JOMAKMHCTBATA KaJle
SJIEKTPUYHA WHCTAJIAIM]a MPBUYHO OMiia AJMMEH3MOHUPaHa 3a TToMajl Opoj Ha MOTPOITYyBaYUTE,
Mmopajgy IITO W TPOBOAHUKOT OWJI co moman HampedeH mnpecek. Co BpemeTo Opoj Ha
MOTPOIIYBAYUTE BO JIOMAKUHCTBA C€ 3rOJIEMIII M TI0 OpOj M 10 MOKHOCTA, 0€3 Ja ce U3BPIIU
PEKOHCTpYyKIMja Ha uWHCTanmanujata. llocienHoTo uMMa 3a mocienuua MperpeBame Ha
CIIPOBOJHULINTE U IIPEAU3BUKYBAIE Ha II0XKAPOT.

4. 3axkiay4dox
Bo oBoj Tpyn e oOpaboTeHa mpobieMaTHKa Ha HACTAaHOK M ONOXapyBambe Ha KEOH
00jEeKTH. BEIITaYeHE HAa MPUUMHNATE 32 TIOKAPOT € MYITHIUCIHUIUTMHAPHO BEIITAUYCHHE BO KOE
HAjueCcTO y4eCTBYBAaT BEIUTALM O] €JIEKTPOTEXHUKA, MAIIMHCTBO, U XEMHCKa CTPYKA, OJ1 KOH
CEeKOj BPIIM yYBHJ BO MECTO Ha HACTAHTAHOT, 0apajku KapaKTEPUCTHYHU TPAaroBU JaBajKu Ha
TOj HAYMH OJIrOBOP 32 MIPHUYMHUTE HAa HACTAHOK Ha MOXKAapOT.

Bo Tpynot e Ha nmpuMepu o1 Ipakca NMpHKakaH HAYMHOT Ha paboTa Ha BEMITAKOT IPU
YTBp/yBame Ha MPUYMHUTE 32 MoXKap Ha oOjexture. [Iprkazanu ce MeTou 3a yTBpAyBame Ha
MECTOTO Ha HACTAHOK WM MPHUUYMHHUTE 32 MOXKAPOT, a YKAKAHO € Ha HEKOM KapaKTePHUCTUIHU
KBapOBHM KOM MOXKaT Ja JOBEAAT 0 MokapoT. Ha mpuMepoT Ha MHIAMBHUIYalHU CTaHOEHU
00jeKTH TIpUKa)XKaHW Ce TOKapH TPEIN3BHKAHM O]l CTapa WM HECOOIBETHO H3BEICHA
uHcTananuja. Kaj moxapor Bo Tpado-ctaHMumaa ce paboTu 3a cinad KOHTAakKT IMoMery
COOMPHHUIUTE M JIpXKa4yK 33 OCUTYPYBAUH, INTO PE3UYATHPATIO CO MPEKyMEPHO 3arpeBame U
TOTIEH-E Ha UCTUTE.
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Abstract

Robotics is an applied technical science that is a link between machines and computer technology. Robotics
includes various branches such as machine design, control and regulation theory, computer programming,
artificial intelligence and theory of production. In other words, robotics is an interdisciplinary science that covers
the fields of mechanics, electronics, informatics and automation. In this paper we will deal with industrial robots
or industrial manipulators. The first part of the paper will explain the basic concepts of industrial manipulators.
The different configurations of the industrial manipulators and their working space will be considered. The second
(practical) part of this paper will explain the modeling and simulation of the Scara robot in Matlab. The movement
of the robot from point to point will be simulated (application in palletizing, spot welding, assembly, etc.).

Keywords: industrial manipulators, modeling and simulation, Scara robot, Matlab,

1.Introduction

Robotics is an applied technical science that is a link between machines and computer
technology. Robotics includes various branches such as machine design, management and
regulation theory, computer programming, artificial intelligence and production theory. In
other words, robotics is an interdisciplinary science that covers the fields of mechanics,
electronics, informatics and automation. It deals primarily with the study of machines that can
replace humans in the performance of tasks, such as various forms of human physical activity
and decision making. The development of robotics is initiated by the desire of man to try to
find a replacement for himself, which could be related in his capacity in different applications,
taking into account the interaction with the environment around him. They replace man
primarily with dangerous, monotonous and difficult jobs. Man is left with work tasks that
require more intelligence, knowledge and creativity. In this way, robots contribute to increasing
productivity, and at the same time to humanizing work. In all their applications, industrial
manipulators perform certain movements to perform their work tasks. The drive system is
responsible for the successful execution of the movements of the manipulator, together with
the commands that are in accordance with the trajectory of the desired movement. Control the
movement of the manipulator end effector requires an accurate analysis of the characteristics
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of the mechanical structure, actuators and sensors that make up the robotic system of an
industrial manipulator. The purpose of such an analysis is to determine the mathematical model
of the components of the industrial manipulator. The application of software packages for
modeling and simulation in robotics is of increasing importance in the design of robotic
systems and the determination of a mathematical model and analysis of the components that
make up the industrial manipulator. One of the most commonly used tools for modeling and
simulation in robotics is the Robotics Toolbox for Matlab. This software tool enables working
with vectors and matrices, homogeneous transformations, solving problems of direct and
inverse kinematics, generating the trajectory of motion and the orientation of the robot. In this
paper, a DH model of a SCARA robot with four degrees of freedom was developed, based on
which a simulation of the robot's movement from point to point was performed. The paper
practically demonstrates the capabilities of the Matlab software package with its Peter Corke
Robotics Toolbox plugin for modeling, simulation, trajectory generation, and visual
representation of the robot and its movement.

2.Robot kinematics

Regardless of the constructive performance of the robot, a way is needed that will fully describe
the position and movement of the robot in space. There are two ways to define robot
kinematics: Danavit Hartenberg analytical procedure and numerical procedure based on
Rodriges formulas. The first method is used to determine the kinematic equations of the robot,
while the other method is used to determine the dynamic equations of the robot. There are two
basic problems with formulating the kinematics of a robot: forward and inverse kinematic
problems. To solve the problems of forward and inverse kinematics, a reference coordinate
system is defined which is placed on the base of the robot, based on that reference coordinate
system the external coordinates of the robot are determined, ie the position of the robot end
effector in (X, y, z) space. Each joint of the robot is joined by a Cartesian coordinate system so
that the z-axis of the coordinate system coincides with the axis of rotation. The robot's end
effector is accompanied by a coordinate system of the robot tool, so that when solving the robot
kinematics, the coordinates are transformed in relation to the reference coordinate system. The
internal coordinates of the robot are scalar quantities that describe the position of one segment
relative to the other segment of the kinematic pair that make it up. The number of internal
coordinates depends on the number of degrees of freedom, ie the number of joints of the robotic
manipulator. The internal coordinates are usually denoted by q; and represent the vector q =
[91, q2-.. - g,]. External coordinates describe the position of the robotic manipulator end
effector in space relative to the reference coordinate system. The position of the robot's hand
is described by the coordinates (p,, py, p;), and the orientations are described by the Euler
angles (ry, 1y, 7). Determining the vector of the external coordinates for a given vector of the
internal coordinates is called a forward kinematic problem. By changing the internal
coordinates, the position of the robot's hand in space changes, ie the external coordinates
change. While the reverse process, determining the vector of internal coordinates for a given
vector of external coordinates is called the inverse kinematic problem. The first step in solving
the direct kinematic problem is to define a symbolic scheme (mathematical model) of the
robotic manipulator in relation to the reference coordinate system and to define the zero
position of the robotic manipulator. At zero position all the internal coordinates of the robot
have a value of zero. The procedure of Danevit and Hartenberg will be explained below. The
Danevit and Hartenberg procedure is a simple way to model the joints and segments of a robot
and can be applied to any robotic configuration. To model an robotic arm according to the
Danavit Hartenberg convention, an appropriate coordinate system is attached to each joint of
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the manipulator. More specifically, the z-axis and the x-axis are joined while the y-axis is
always normal to both axes, but it does not need to be determined because the DH model does
not use the y-axis (Figure 1). The connection of the coordinate system to the joints is done as
follows:

joint 7 -1 foint ¢ joint 4§ -1

segment:t: -1 segment
7
-7
v !
T ) .

Figurel.DH parameters of kinematic pair of rotary joints

All joints are represented by a z-axis. If the joint is rotational, the z-axis is set in the direction
of rotation as a rule of the right hand, while if the joint is translational, the z-axis is set in the
direction of the translational movement. z,,_; denotes the z-axis associated with the n-th joint,
z,, denotes the axis associated with the (n + 1) -th joint, and z,,,,; denotes the z-axis of ( n + 2)-
th joint. If the joint is rotational its variable will be the angle of rotation g, about the z-axis, and
if the joint is translational its variable will be the length of the segment along the z-axis denoted
by d. In the general case, the joints do not have to be parallel or intersecting. As a crescent,
their z-axes are generally divergent lines. It is known from geometry that for two lines that are
intersecting, there is always a line that is normal to them and represents the shortest distance
between the intersecting lines. This normal line is called the common normal line of the
intersecting lines and the x-axis of one joint is always set in the direction of the common normal
line of its z-axis and the z-axis of the previous joint. Consequently, if a,, is the common normal
line between the z,_, axis and the z, axis, the direction of the x,, axis will be along a,,.
Similarly if a,,,, is the common normal line between z, and z,.,, the direction of the x,,,,
axis will be along a,,,,. If two adjacent z-axes are parallel then they have an infinite number
of common normal line. In such a case, a joint normal line is chosen that is collinear with the
joint normal line of the previous joint. If two adjacent z-axes intersect, they have no common
normal line. The x-axis is then set in the direction of the normal line to the plane formed by the
two z-axes.

To model any robot configuration according to DH notation and convention we need four
parameters:

e Parameter a; - distance between z;_; and z; axis along the x; axis (segment length)

e Parameter d; - distance along the z;_; axis from 6;_; to the intersection of the x; and
z;_, axes (moving the segment)

e Parameter a; - the angle between the z;_, and z; axis, measured around the x; axis
(angle of rotation of the segment)

e Parameter 6; - the angle between x; and x;_; ,measured around the z;_, axis (angle of
rotation of the segment)
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3. Scara robot with four degrees of freedom and DH parameters

The SCARA is a type of industrial robot. The acronym stands for Selective Compliance
Assembly Robot Arm or Selective Compliance Articulated Robot Arm. By virtue of the
SCARA's parallel-axis joint layout, the arm is slightly compliant in the X-Y direction but rigid
in the 'Z" direction, hence the term: Selective Compliant. This is advantageous for many types
of assembly operations, i.e., inserting a round pin in a round hole without binding. The second
attribute of the SCARA is the jointed two-link arm layout similar to our human arms, hence
the often-used term, Articulated (Figure 2).

Figure2.Scara(Selective Compliance Assembly Robot Arm)robot

The type of robot that will be the subject of modeling and simulation in this paper is the Scara
robot configuration with four degrees of freedom. The robot that will be modeled is with RRTR
configuration, ie seen from the base to the top, it has two rotational, translational and rotational
joints. (Figure 3) shows the mathematical model of the Scara robot with associated coordinate
systems to the joints according to DH notation. Based on this DH model, the four parameters
that we will need to create and model our robot type with the help of a robotics tool in the
Matlab environment are determined (Figure 4).

€T3

d4

€Ty

ys ;ﬁ_»
14,

23, 24

Figure3.Mathematical model of Scara robot with associated coordinate systems to the joints

3rmob 4 d a @ Hynra
q
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3 08 d- 0 o e
]
4 0y d4 0 0° 0°

Figure 4.DH parameters for Scara robot with four degrees of freedom
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4. Modeling and simulation of Scara robot in Matlab

Creating and modeling our Scara robot involves entering its parameters according to the
Danavit Hartenberg notation into .m file that is created using a command from the File-New>
Script menu. The modeling of the Scara robot with four degrees of freedom according to the
model of (Figure 3) and according to the DH parameters from (Figure 4) is done by setting the
dimensions of the segments and the dimensions of the robot tool (Figure 5). In our case al is
the length of the segment that joins the first and second rotational joints, a2 is the length of the
segment joining the second and third (translational) joints, while d4 represents the tool length
of the Scara robot.

B Editor - C:\Users\User\Desktop\cemnnapcka nHgycrpuckn pobot\ptpscara.m*

ptpscara.m®  ®

1 % [MMEH3UN HA CEerMEHTHTE W anNaTaoT Ha poboToT
2 - al=40;
3 - a2 =40;
4 - d4 =10;

3
Figure 5.Enter the dimensions of the robot segments

The next step in modeling the robot is entering the Danavit Hartenberger parameters. We enter
the DH parameters with the function L = Link ([Th d a alpha]). Depending on whether the joint
is rotational or translational, we add 0 or 1 at the end, if the joint is rotational we add 0, if the
joint is translational then we add 1. After entering the DH parameters, we create the serial
connection, ie the kinematic chain that makes up the joints and segments of the robot with the
SerialLink (L) function (Figure 6), where we can also give the name of the robot, in our case
2RTR Scara.

B Editor - C\Users\User\Desktop\cemntapcka nHgyctpuckn pobot\ptpscara.m

ptpscaram =

7 %Monenuparbe Ha Scara pobot co DH napametpu
8 % OrpaHnyyBara Bo armobosuTe
g - L(1) = Link([0 0 a1 0 0]);
10 ~ L{1).glim = pi/1807-180 180];
11 ~ L(2) = Link([0 0 a2 pi 0]);
il |= L(2).glim = pi/1807-180 180];
13 ~ L(3) = Link([0 0 0 0 1]);
14 — L{3).glim =[0 50];
15 ~ L(4) = Link([0 d4 0 0 0]);
16 ~ L{4).glim = pi/1807-360 360];
17 Y%Kpenpare Ha CepuCK1 KMHEMATCKM NaHel]
18 - bot = SerialLink([L(1) L(2) L(3) L(4)]);
19 %Wme Ha poboToT
20 - botname = "2RTR Scara’;

21
Figure 6.Enter DH parameters and create Scara robot

The robot modeled in this way can be represented graphically if we give the command bot.plot
(g0) in the command window, where q0 = [0 0 0 0] represents the vector of the zero position,
ie the initial position of the robot. (Figure 7). A point-to-point movement simulation will be
performed on the Scara robot modeled and created in this way. In point-to-point movement,
the manipulator moves at discrete points in the workspace, and the trajectory between the points
is not important, but the positioning accuracy is important. This mode of motion control is used
for discrete operations such as: point finishing, moving objects, palletizing, etc.
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B Figure 1 - o x
File Edit View Inset Tools Desktop Window Help >

DS [ hARARTOEL- |2 0B DO

100

Figure 7.Graphic display of the Scara robot in the initial position

The simulation will be a simple example of positioning the robot in space, ie a circular plate
will be given together with the positioning points. The drawing of the plate is done with the
help of the plot.circle function, with given coordinates of the plate and the positioning points
of the robot in the working space (Figure 8).

B Editor - C\Users\User\Desktop\cemuHapcka uHaycTpuckn pobot\ptpscara.m

ptpscara.m ®

24
25
26
27
28
25
30
31
32

%KoopawHaTi Ha paboTHaTa NNoYa W TOYKKMTE Ha AynyeHe
p0=[-40 35 -40];

p1=[-20 35 -40];

p2=[-60 35 -40];

%cupTyBare Ha paboTHATA NNOYa W TOYKMTE HA QYNYEHHE
plot_circle(p0, 40, 'black’);

plot_circle(p1, 5, 'black’);

plot_circle(p2, 5, 'black’);

Figure 8.Coordinates and drawing the contour of a plate

The robot in zero position and the contour of the circular plate together with the positioning
points are given in (Figure 9).

B Figure 1 - ] X
File Edit View Inset Tools Desktop Window Help

DEde [ ANBDEw- 2080

100 ..

Figure 9. Graphic display of the Scara robot in the initial position and plate
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The transformation matrices from the zero position to the points where the robot is to be
positioned are given by the function T =transl (p0), where p0 (X, y, z) is a point in space (Figure
10). The transformation matrices have a dimension of 4x4 and represent the position and
orientation of the robot in space, for given internal coordinates of the robot joints. The Robotics
Toolbox uses the ikine function to determine the inverse kinematic problem.

B Editor - C:\Users\User\Deskiop\ cemunapcka nrgycrpuck poor\ptpscara.m*
ptpscara.m®

33

34 % TpaHCchopMaLnoHn MaTPULLK 38 TOUKUTE Ha ABIHEH:E

35 - T1 =transl(-60, 35, -30);

36 - T2 =transl(-60, 35, -40);

a7 - T3 =transl(-20, 35, -30);

28 - T4 =transl(-20, 35, -40);

39 %MHBEp3HA KMHEMATHKA 338 BEKTOPOT Ha BHATPELIHWTE

40 %K0OPANHATH 10 TOYKUTE Ha [|BUHEHE

41 - g1 = botikunc(T1);

42 - g2 = bot.ikunc{T2),

43 - q7 = bot.ikunc(T3);

44 — q8 = bot.ikunc(T4);

45

Figure 10.Forward and inverse kinematic problem

Point-to-point positioning in the Robotics Toolbox is done using the jtraj function (qO, df, t).
The jtraj function generates the trajectory of the joints or internal coordinates so that the robot
is positioned from the starting point g0 to the end point gf during time t (secounds). (Figure
11).

B Editor - C\Users\User\Desktop.cemmHapcka mHgycTpuckn poBoTiptpscara.m®
ptpscara.m®  x

50 %Il eHepuparse Ha TpaekTopuja

51 %0/ TOYKa [0 ToYKa

5= q0=[0000]

53 - q3 = jtraj(q0, g1, 20);

54 — g4 = jtraj(q1, g2, 30);

55 i g5 =jtraj(g2, q1, 30);

56 = g6 = jtraj(q1, g7, 20);

57 [= q9 = jtraj(q7, g8, 30);

58 — q10 = jtraj(g8, a7, 30);

59 — q11 =jtraj(q7, g0, 20);

€0

Figure 11.Generating trajectory for positioning points

We visualize the simulation with the plot function, for all generated trajectories from the zero
position to the points where the Scara robot should be positioned. (Figure 12).

B Editor - C:\Users\User\Desktop\cemuHapcka ngycTtpucki pobot\ptpscara.m®

ptpscaram®  x
€4
65 |"x’oCmr-,1ynaumja Ha ABI#EHETO 0 TOYKA [0 TOYKa Ha Scara poboTt
£E — bot plot(g3, 'workspace', [-100 100 -100 100 -100 100], ‘tilesize’, 30.0, ‘tile1color, [0.1 0.8 0.6], 'jointcolor, 'r', jointdiam’, 2.5);
&7 — bot plot{g4, 'workspace', [-100 100 -100 100 -100 100], ‘tilesize', 30.0, ‘tiletcolor, [0.1 0.8 0.6], 'jointcolor’, ', jointdiam’, 2.5);
g8 — bot plot(g5, 'workspace', [-100 100 -100 100 -100 100], ‘tilesize’, 30.0, ‘tile1color, [0.1 0.8 0.6], 'jointcolor, ', jointdiam’, 2.5);
69 — bot plot(g6, 'workspace’, [-100 100 -100 100 -100 100], 'tilesize', 30.0, 'tileicolor', [0.1 0.8 0.6], Yjointcalor’, 'r', jointdiam’, 2.5);
70 — bot plot(g9, 'workspace', [-100 100 -100 100 -100 100], ‘tilesize’, 300, ‘tiletcolor, [0.1 0.8 0.6], jointcolor, ', jointdiam’, 2 5);
71 - bot plot(g10, 'workspace', [-100 100 -100 100 -100 100], 'tilesize’, 30.0, 'tile1color', [0.1 0.8 0.6], jointcolor’, 'r', jointdiam’, 2.5);
Jj2 - bot plot{g11, 'workspace’, [-[100 100 -100 100 -100 100], 'tlesize’, 30.0, tile1color, [0.1 0.8 0.6], jointcolor, T, jointdiam’, 2.5),
73

Figure 12.Simulation of point to point movement

In (Figure 13) you can see part of the simulation of the movement of the Scara robot, from
point to point.
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Figure 13.Simulation of Scara robot movement from point to point
4.Conclusion

Industrial production today is almost unthinkable without automation. Industrial manipulators
have greatly enhanced automation in industrial plants and raised it to a higher level. Old and
slow machines become history over time and are replaced by new modern automated machines
and manipulators. Robotic manipulators make the job easier, replacing the men in difficult and
dangerous jobs, which makes the men feel more secure in the workplace and his work comes
down to observing the technological process.

The first part of the paper will explain the basic concepts of industrial manipulators. The
different configurations of the industrial manipulators and their working space will be
considered. The second (practical) part of this paper will explain the modeling and simulation
of the Scara robot in Matlab. The movement of the robot from point to point will be simulated
(application in palletizing, spot welding, assembly, etc.).
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Abstract:

With the fickle nature of the weather conditions upon which renewable energy sources mostly depend,
as well as the changing consumer demand profile, the need for balance in the electric power system between
supply and demand through a reliable energy storage system becomes essential. Besides most of the energy
storage system technologies are not commercially viable at present due to some of their limitations, the battery
energy storage system (BESS) carries out an increased role and frequency in energy markets and continuous
improvements that serve a variety of energy optimization purposes, improving the quality, reliability, and
affordability of electricity.

This topic covers and analyzes the different technologies of the battery system and their characteristics according
to the type of battery, their adaptation, evolution, and functionality as key to the energy transition. Flexible options
are necessary to overcome the overall variability between the interaction of systems and the regulation of their
parameters. The battery energy storage system cannot become obsolete in the coming period, but on the contrary
will contribute to faster realization of new energy trends, development of stationary markets, and the rise of a
sustainable energy future.

Keywords: energy transformation, renewable energy, battery technologies, grid-level energy storage, energy
sector trends, electrochemical design, battery model

1. Introduction

Electricity storage is a sustainable option for current and future energy needs. It offers an
efficient and economical solution as a central component in the energy infrastructure itself.
Regulating the supply of electricity from renewable sources that can fluctuate owing to weather
conditions, as well as daily and seasonal models, is a key concept that will help develop
technologies that will enable this process. The power system requires capabilities to bridge the
time gap between supply and demand, which is called the flexibility of the power system to
match fluctuating production with also fluctuating demand [1] — [9]. Large-capacity energy
storage facilities can meet the challenges of safe and secure operation resulting in reduced
voltage fluctuations, improved electricity quality, and reduced costs [3].

This paper will review the research conducted on technologies, applications, and everything
else related to electricity storage, with emphasis on battery-electrochemical energy storage
systems. They are directly dependent on the readiness of technologies for various applications
for electrical energy storage concerning the electricity grid. Battery energy storage systems
(BESS) are growing rapidly due to their diversity, high energy density, and efficiency. More
grid applications are adapting to these storage systems as the cost of battery technologies
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decreases while performance and lifespan continue increasing. This, in turn, will reduce
decarbonization costs in key sectors and accelerate the global energy transition above the
expectations of major global energy trends (decarbonization, digitalization, decentralization).

2. Applications of Battery Energy Storage Technologies

The fundamental advantage provided by battery energy storage technologies represents the
flexibility in providing a sufficient range of active and reactive power needs. The potential
contribution of applications of such technologies is present at all levels of the electricity grid:
production, transmission, distribution, and end consumers [10].

Using battery energy storage systems through distributed micro-grids (Figure 1) can improve
the integration and enhance the utilization of the energy generated from photovoltaic systems,
photovoltaics, and wind turbines. Through distributed micro-grids can also monetize assets
through new revenue streams, increase asset utilization, improve yield, and reduce operating
costs. It also improves safety by reducing fall current by up to five times. This happens due to
the utilization of electronic devices that allow for lower fall current contribution to the rest of

the electrical grid.
_,\h_ 7
. Yammn)
v T T—~—1
@ = .

Figure 1: Fields of application of BESS

Other battery storage technology applications include renewable smoothing as we can see in

- 5
Cwmm wm omm

Figure 2: Technology applications of BESS

As shown in Figure 2 regarding the renewable smoothing, at a yellow-colored area we observe
intermittent PV production during the daylight. By including energy storage systems and filling
the gaps which are indicated by the green-colored area it can produce a smooth generation of
renewable energy throughout the whole day. Another application or benefit of a battery energy
storage system remains the ability to handle ramps or the frequently known duct curve (see
Figure 2). The ramp or the duct curve is when the energy consumption increases dramatically
in the predefined time. The ability to handle the loading ramp cannot be achieved through
traditional, conventional generators, but it can be handled very quickly through battery energy
storage devices.
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BESS also supports diverse applications including firming renewable production, stabilizing
the electrical grid, controlling energy flow, optimizing asset operation, and creating new
revenue. Commercial and industrial end-users can mitigate demand charges, optimize the
differential or time of day energy prices and benefit from additional on-site PV generation
through the utilization of BESS. Some of the other applications are shown below in Figure 3:
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Figure 3: Some applications of battery energy storage systems

Among other applications, they include:

seasonal storage such as the ability to store energy for a longer period,
energy arbitrage (buying energy at a low price, storing it, and selling it later at a higher
price on energy markets), and ancillary services (all services required by the
transmission(distribution) system operator to enable them to maintain the integrity and
stability of the transmission (distribution) system as well as energy quality),
frequency regulation and stability control by maintaining constant frequency as
much as possible throughout the network,
load following capability that allows for system fluctuations to be managed,
power quality and voltage control where we can maintain constant voltage through
reactive power injection,
black start capability where energy supply is done during grid failure and black start
generators are not available or not possible to utilize,
transmission and distribution congestion relief where the energy supply and demand
is served locally,
investment deferral for T&D infrastructure,
load leveling and peak shaving where demand is shifted and the peaks are reduced,
off-grid support where standalone energy systems are used with off-grid networks or
standalone micro-grid systems,
the ability to improve the renewable energy penetration and network performance
by correcting any unbalance in the system, and finally
reliability enhancement by improving network quality of service.

=2



3. The Architecture of Battery Energy Storage Systems and Design

The utilization of any battery system needs to carefully consider all associated system
components to be able to achieve the primary aim of a target application. Although the
technology may look simple, involving a single battery type and a complete functional battery
energy storage system requires a significant number of auxiliary components that need to be
sized and designed all-around a specific storage technology [11].

The key components of battery storage systems are illustrated in Figure 4 [3].

e The battery system consists of the battery pack, which connects multiple cells to
appropriate voltage and capacity,

e the battery management system (BMS) which protects the cells from a harmful
operation, in terms of voltage, temperature, and current, to achieve reliable and safe
operation, and balances varying cell states-of-charge (SOCs) within a serial connection,
and

e the battery thermal management system (B-TMS) which controls the temperature of
the cells according to their specifications in terms of absolute values and temperature
gradients within the pack.

The components required for the reliable operation of the overall system are system control
and monitoring, the energy management system (EMS), and system thermal management.
System control and monitoring is general (IT) monitoring, which is partly combined into the
overall supervisory control and data acquisition (SCADA) system but may also include fire
protection or alarm units. The EMS is responsible for system power flow control, management,
and distribution. System thermal management controls all functions related to the heating,
ventilation, and air-conditioning of the containment system.

The power electronics can be grouped into the conversion unit, which converts the power flow
between the grid and the battery, and the required control and monitoring components —
voltage sensing units and thermal management of power electronics components (fan cooling,
etc.).

| Power Conversion System
|

L —— 0,
—
— e
wose |-
| i

Cell
W &y e

BMS 8 Temporary Building Type

Figure 4: Schematic of typical BESS

Source: Korea Battery Industry Association 2017 “Energy storage system technology and business
model”
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4. Grid Connection

A battery storage system involves seven major designs and hardware/software components.
The unique and desirable functions of these components are briefly given in Figure 5 [11]:

AC Side DC Side
PCC . _ \l,
Bi-directional
CONVERTER [€ 7| BATTERY
Battery
a4—Pp CContm]_ and <€+—» Management
ommunication
System

Cooling and protection system

Figure 5: General block diagram of grid-connected energy storage unit which includes several key
components: bi-directional converter, one or more battery modules, onboard sensors, and control
components. The left-hand AC side shows the on-site power supply based on renewable energy. The
right-hand side shows electrical DC connection to the battery bank.

e CONVERTER: Bidirectional and ideally 4-quadrant,

e DC SIDE: DC protections, DC voltage ranges, DC ripples, keep safe operating
conditions,

e AC SIDE: System operator related, flexible, ancillary, reactive support, black start,
ramp rate control, isolation and stepping up,

e PERFORMANCE: Harmonics, time response, efficiency, power deratings, cooling,
safety, and protection,

e CONTROL AND COMMUNICATIONS: Frequency, power input/output in medium
voltage, the state of charge, the control mode by the battery management system,
historical view of data, alarms,

e EPC (Engineering, Procurement, Construction) AND INTEGRATION: Require
companies and individuals with suitable and highly multidisciplinary skills,

e GRID INTERCONNECTION: Interconnection point (distribution line, transmission
line, suburban, urban/rural), safety, noise, location, lighting, grounding,
communication/protection requirements by the T/D providers, ability, and cost of
interconnecting, size of the distributed generation system, voltage considerations.

The design of a battery energy storage system is a highly complex study. In addition to the
desirable functionalities, the design work needs to consider the overall efficiency of BESS as
well. The overall efficiency of a BESS is directly related to battery technology, type of
converter used, protection and cabling, isolation transformer (at the output of the converter),
and/or distributed/transmission transformer and point of common connection (PCC).
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5. Classification of Battery Energy Storage Technologies

There exist electrochemical systems with internal and external storage. External storage
systems have the advantage that energy content and power can be designed separately.
Important examples are redox flow batteries. In internal storage systems, energy content and
power depend on each other: higher energy content means higher power. A distinction is made
between low-temperature and high-temperature batteries [12]. Classification of the major
electrochemical energy storage systems is presented in Figure 6.

Electrochemical Energy Storage

Internal Storage External Storage
Tecnologies Tecnologies
Low-temperature High-temperature Redox Flow
Batteries Batteries Batteries
> Lithium-ion > Sodium-nickel > Vanadium
> Lead-acid chloride > Zinc bromine
> Nickel-cadmium > Sodium-sulfur

> Nickel-metal hydride

Figure 6: Classification of electrochemical energy storage systems

Current Currenl
_— -—

External load Lxternal

Frower source:

a) Discharge b) Charge

Figure 7: Schematic representation of the operation of electrochemical cell [13]

The basic design of an electrochemical cell (Figure 7) consists of a negatively charged
electrode (anode), a positively charged electrode (cathode), and an electrolyte that serves as a
medium for ion exchange between electrodes within a single cell. There is also a process of
charging and discharging, i.e. oxidation-reduction reactions (redox reactions).

Electrochemical cells are a combination of metals and salt solutions. According to the structure
of the electrodes and the electrolyte, electrochemical batteries are divided into several
categories:
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1. Batteries with the liquid electrolyte and solid electrodes, such as lead-acid (Lead-
acid), nickel-cadmium (Ni-Cd), nickel-metal hydride (Ni-MH), and lithium-ion (Li-
ion) batteries.

2. Batteries with the solid ceramic electrolyte and liquid electrodes (so-called high-
temperature batteries), such as sodium-sulfur (Na-S) and ZEBRA (Zeolite Battery
Research Africa) - sodium-nickel chloride (NaNiCl2) batteries.

3. Batteries with two electrolytes that are separated from each other, and which are
combined within the so-called regenerative cell during charging and discharging.
This group of batteries known as rechargeable batteries includes vanadium redox flow
batteries (VRFBs), sodium bromine (Na-Br), and zinc-bromine (Zn-Br) batteries.

6. Comparison of Battery Energy Storage Technologies

Lead-acid batteries are considered the most mature technology currently available; Na-S, Li-
ion, Zn-Br Ni-Cd, Ni-MH, and ZEBRA have commercial status, while that the technology of
VRFB is nowadays in early commercialization. Li-ion isthe most common
battery chemistry used to store electricity in power systems worldwide. This is primarily due
to their energy density, efficiency, cycle life, warranties, and cost. Although Li-lon batteries
can also offer a range of sub-chemistries with different operating characteristics and their safe
operation.

Lead-acid technology is not only mature technology but also one of the cheapest storage
options among other technologies. Its power and energy capital costs range from 50-200
($/kWh) and 300-600 ($/kW), compared to the values for other technologies. ZEBRA also
presents cost-effective solutions to those capital costs. Although the lead-acid battery is mature
and a cheap energy storage option, it produces toxic waste, which harms the environment.
Furthermore, Ni-Cd and VRF technologies are also toxic and harm the environment. One of
the possible measures to solve the potentially negative effects is using an effective recycling
system. It is the best approach to end-of-life management of spent batteries for the environment
as well as for resource conservation and economic reasons.

Table 1: Comparison of technical characteristics of energy storage technologies [14], [15]

Technology Operating Specific Specific Efficiency Self- Cycle Power Energy
temperature energy power (RTE - %) dischar life cost cost
() (Wh/ kg) (W / kg) ge ($/kwW) ($/kWh)
(%/day)
Lead-acid -40 - 60 30-50 75 - 300 70-90 0,1-0,3 500- 300-600 50-200
1500
Nickel- -20 - 45 50-75 150 - 300 60 - 70 0,2-0,6  2000-  500-1500 800-
cadmium 2500 1500
Nickel- -20 - 60 70 - 100 250 - 1000 66 - 92 0,5 ~2000
metal
hydride
Lithium-ion 25-80 75 - 200 150 - 315 85-98 0,1-0,3 500- 175-4000 500-
2000 2500
Sodium- 300 - 350 150 - 240 150 - 230 75-90 0 ~2500- 1000- 300-500
sulfur 4500 3000
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Sodium- 270 - 350 100 - 120 150 - 200 80-95 0 >2500 150-300 100-200
nickel
chloride
(ZEBRA)
Vanadium 5-45 10-25 166 75 -85 Low 10000-  600-1500 150-
redox 16000 1000
Zinc- 20-50 30-50 45 65-75 Low >2000  700-2500 150-
bromine 1000
Table 2: Overview of benefits with the characteristics [14], [15]
Benefits Characteristics power requirement, Technology
response time, and storage/discharge time
Peak shaving 100 kW-100 MW, seconds to minutes, and 1-10 h  Lead-acid, Li-ion, VRF,
Zn-Br, Na-S, and Ni-Cd
Energy management <1 MW, milliseconds to seconds, and ~2-10 h Na-S, Zn-Br, VRF, Li-
ion
Load leveling
More than 100 MW, minutes, and up to 10 h Lead-acid, Li-ion, VRF
and Zn-Br
Power fluctuations Few hundred kW, milliseconds, and few seconds VRF
T&D upgrade deferral 10-100 MW, seconds, and 1-10 h VRF
Frequency regulation 1-5 MW, milliseconds to seconds, and few Na-S, Lead-acid,
minutes to 1 ZEBRA, Ni-Cd, u Zn-
Br
Low voltage ride through <10 MW, ~ milliseconds, and few seconds to a Lead-acid, ZEBRA, Li-
minute ion, and Na-S
Loss minimization ~100 MW, milliseconds, and few seconds Na-S, Zn-Br, VRF, and
Li-ion
Reliability improvement ~1 MW, milliseconds, and few minutes to ~5 h Lead-acid, VRF u Na-S
Reserve application 1-100 MW, few seconds, and minutes to few VRF, Zn-Br, and Ni-Cd
hours
Demand response <1 MW, seconds, and ~1-10 h Li-ion, VRF, Zn-Br,
and ZEBRA
EV vehicles ~50 kW, milliseconds, and minutes to hours Li-ion, Lead-acid
Table 3: Merits, demerits of battery energy storage systems [3], [6]
Technology Strengths Weaknesses
Lead-acid Acceptable energy and power density Limited life cycle

Nickel-cadmium

Inherent safety by controlled overcharge reaction
No complex cell management needed
Relatively low investment

High reliability
High energy density
Very low maintenance required

Ventilation required
Recycling required

Suffer from memory effect
Relatively high cost ( $1500 kWh)
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Nickel-metal
hydride

Lithium-ion

Sodium-sulfur

Sodium-nickel
chloride (ZEBRA)

Vanadium redox

Zinc-bromine

Environmentally friendly (without cadmium,

mercury, or lead)

30 - 40% higher capacity than standard Ni-Cd

Profitable for recycling mercury

High efficiency
High energy density
Long cycle life

Raw material cost is low
High energy density
High cycle and acalendar lifetime

High cell voltage
High cycle and acalendar lifetime

Low cost
No maintenance
Large storage capacity

Low cost
High reliability

High intensity of self-discharge
Deteriorated performance at higher temperatures

High capital cost due to special packaging
Internal over-charging protection circuits

High operating temperature
High thermal standby losses
Maintenance requirements

Low energy and power density
High operating temperature
High thermal standby losses

Low energy and power density

Low energy and power density
Corrosion of material

High energy efficiency

7. Conclusion

The grid-level energy storage system is an integral part of the energy transformation process.
It plays a crucial role in the balancing of power generation, utilization, and renewable
penetration. By pairing with renewables, such as solar and wind, resource developers can
smooth the output from these resources and ensure that renewable energy is injected onto the
grid at the times when it is most needed.

In this paper, various battery energy storage technologies have been studied, and their various
features are given. These technologies are desirable devices for stationary applications due to
their modularization, fast response, flexible installation, and shorter construction cycles. An
important role in providing energy services from these technologies must include four key
components like integration, technological maturity, conceptual design, and maintenance.

Reducing global greenhouse gas emissions and the need to tackle climate change are dominant
and vital for our sustainable future. The production of economically viable technology is the
only way to achieve the energy transition and the development of the clean energy economy.
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Abstract

The transport, buildings and industry sectors, which still rely on gas and liquid fossil fuels, are the sectors
with the highest carbon reduction costs. In this context, Power-to-X technologies, together with the
development of low carbon electricity generation facilities look promising for full decarbonization by 2050.
This paper describes three types of Power-to-X technologies, the basic principle of Power-to-X systems and
the reactions that occur. Then the technical and economic parameters for Power-to-H,, Power-to-CH, and
Power-to-Liquids are reviewed, followed by their advantages and disadvantages. An assessment is made of
the conditions under which these technologies can compete with the alternative low-carbon production
processes by 2050.

Key words: Power-to-X technologies, Power-to-H;, Power-to-CHa, Power-to-Liquids.
Introduction

All state-signatories to the 2015 Paris Agreement have pledged to reduce greenhouse gas
emissions to zero by 2050. To achieve this goal, it is necessary to completely eliminate fossil
fuels that pollute the environment. Renewable sources, such as the sun, water, wind, etc., have
long been used to produce clean green energy. The production of electricity from renewable
sources does not pollute the environment, but still most of the electricity in the world is
produced from fossil fuels. However, if 100% of electricity is obtained from renewable energy
sources, the problem of environmental pollution from fossil fuels is far from solved. Transport
and aviation, as well as certain processes in the chemical industry, still depend on fossil fuels.
Because of this, Power-to-X technology has emerged and it makes renewable energies
compatible and applicable for these sectors and processes.

Power-to-X (PtX) is a new technology for the production of synthetic fuels and raw materials
from electrical energy. X stands for methane, liquid fuels, or solid synthetic fuels.

1. Literature review
As mentioned earlier, this paper describes three types of P2X technologies. Section 2 describes

the basic principle of P2X technologies. Then, sections 3, 4 and 5 describe the Power-to-Ha,
Power-to-CH4 and Power-to-Liquids technologies along with the reactions that occur, their
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advantages and disadvantages and their benchmark technologies, respectively. Finally, in
section 6 is given a brief overview of the fields of application for Power-to-X.

2. Basic principle of Power-to-X technologies

The first step in Power-to-X technology is water electrolysis: using electricity as an input
process, water decomposes to hydrogen and oxygen atoms. First, hydrogen is produced from
water. This process requires electricity produced from renewable sources. Carbon dioxide is
then used to convert hydrogen to gas or liquid to serve as fuel. There are several ways to get
the carbon dioxide needed in this process: direct air capture, capture from biomass and capture
from industry. However, the best way is to capture carbon dioxide directly from the
atmosphere, which will reduce its emissions into the air, but this method is also the most
expensive.

Water electrolysis:
2H,0»2H, +0, (2.1)

Each P2X conversion path is characterized by a specific combination of technologies that
depends on the required inputs and outputs (Figure 1). Electrolyzers are a core component of
all P2X systems. There are three main types of electrolyzers:

e Alkaline electrolyzers;

e Polymer electrolyte membrane (PEM) electrolyzers and

e Electrolyzers made of solid oxide electrolysis cells (SOEC).
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Fig. 1 System diagram of different chains for P2X production with technological alternatives
Source: Perspectives of Power-to-X technologies in Switzerland: A white paper

While alkaline electrolysis is the current water electrolysis technology and is widely used for
large industrial applications, PEM electrolyzers are typically built for small applications but
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have a comparatively higher power density and cell efficiency at a higher cost. SOEC,
operating at high temperatures, are at an early stage of development with potential advantages
of high electrical efficiency, low material cost and the ability to operate in reverse mode as a
fuel cell or in co-electrolysis mode, producing synthetic gas from water steam and COs..
Although electrolysis is an endothermic reaction, heat transfer losses usually occur as a result
of waste heat that can be used in other applications.

Synthesis of methane, other hydrocarbons or ammonia

The production of synthetic gaseous or liquefied hydrocarbons in the following process steps
after electrolysis requires various additional reactor systems, such as a metanation reactor
(catalytic reactor or biological reactor), the Fischer-Tropsch catalytic reactor or a methanol
synthesis reactor, which also can be used in combination with a further process for the
production of oxymethylene ether (OME). In these reactors CO; is a raw material, in addition
to hydrogen. During the completed P2X chains, each step of the process is associated with
energy losses: typical efficiencies for the production of electricity-based synthetic fuels range
from 20% (OME) to about 40% (methane). Depending on the thermodynamics of the
processes, improved efficiency can be achieved if the waste heat (e.g. from the methanization
reactor) is used to heat other processes within the P2X system.

3. Power-to-H2 technologies

This section describes the different technologies for the production of hydrogen, starting with
Power-to-H> technology (i.e. different types of water electrolysis) and then explaining the
conventional technologies.

3.1.  Technical and economic parameters

Power-to-Ha is a chemical process that produces synthetic hydrogen using electricity. Water
electrolysis is currently the main technique to achieve this process: H-O is broken down into
H> and O using electricity. There are 3 techniques for achieving this process: alkaline
electrolysis, proton exchange membrane electrolysis (PEM), and solid oxide electrolysis cell
(SOEC).

In addition, all three technologies, and especially SOEC, can be upgraded by leading the
process of electrolysis at high temperatures, which will increase the efficiency of the process.
However, as high temperature electrolysis and SOEC are not currently mature, there are still
no technical and economic projections for these technologies. As a consequence, low
temperature alkaline technology and PEM technology are the only two technologies whose
data are analyzed in detail for Power-to-Ho.

The cost of producing H2 depends on four key parameters: service life, energy conversion
efficiency, capital costs (CAPEX) and operating costs (OPEX).

Alkaline electrolysis

The following reactions occur in this process:

e Anode - 20H- —%oz +H,0+2e (3.1.1)

e Cathode- 2H,0+2¢" - H,+20H" (3.1.2)
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Cathode -

+ Anode

Cathode —

Fig. 2 llustration of the principle of operation of a cell for electrolysis of alkaline water
Source: METIS Studies: The role and potential of Power-to-X in 2050

Table 1. Advantages and disadvantages of alkaline electrolysis

Advantages Disadvantages
Currently the cheapest electrolysis technology; | Low margin of improvement of CAPEX;
Fast response time enables provision of services | Dangerous corrosive electrolyte.
of the power system (i.e. flexibility);
Longer life than PEM;
High purity of hydrogen (some consumers have
high standards of purity quality, such as the
transport sector).
Source: METIS Studies: The role and potential of Power-to-X in 2050

PEM electrolysis

The following reactions occur in this process:

e Anode- 2H,0 >0, +4H" +4e” (3.1.3)
e Cathode- 2H" +2e” —>H, (3.1.4)
Cathode - + Anode

I

Anode
r
Membrane

Fig. 3 Hlustration of the principle of operation of a PEM cell for water electrolysis
Source: METIS Studies: The role and potential of Power-to-X in 2050

Table 2. Advantages and disadvantages of a PM electrolysis

Advantages Disadvantages
The absence of electrolyte allows easy handling | Use of precious metals (depending on costs);
of the technology compared to alkaline;
Compactness, easy production; Less mature than alkaline technology: not yet
commercial on a large scale (higher CAPEX).

Less impact from input conditions;

108



Fast response time to flexibility;
High purity of hydrogen.
Source: METIS Studies: The role and potential of Power-to-X in 2050

SOEC electrolysis

The following reactions occur in this process:

e Anode- 20 > 0, +4e” (3.15)
o Cathode- 2H,0+4e” —2H, +20* (3.16)
Steam H, '
Cathode 2H,0+4¢ = 2H, +20? i | ‘
Elcctrolyte 207 ‘
Anode 20 f’:‘ 4
0,
' -

Fig. 4 llustration of the working principle of SOEC
Source: METIS Studies: The role and potential of Power-to-X in 2050

Table 3. Advantages and disadvantages of a SOEC electrolysis

Advantages Disadvantages
Better efficiency than other technologies; Far from commercial;
Can be combined with other heat recovery | Less flexible than other technologies and
processes at a low cost. unsuitable for intermittent operation.

Source: METIS Studies: The role and potential of Power-to-X in 2050

3.2.  Alternatives for hydrogen production

In addition to electrolysis of water, H2 can be produced by alternative techniques such as:
Steam Methane Reforming (SMR), Partial oxidation of fossil energy; Autothermal reforming:
a combination of steam reforming and partial oxidation; Gasification of coal; Biomass
gasification; Thermochemical cycles; Photocatalytic separation of water; Photo-biological
separation of water; A by-product of the production of acetylene and olefins or refineries.

Assuming a high rate of decarbonisation in the gas sector and given current technological
trends, the main competitor to Power-to-H2 will be SMR with CCS.

SMR/ SMR + CCS

SMR or steam methane reforming is a process in which methane from natural gas is heated by
hot steam, in the presence of a catalyst, to obtain carbon monoxide and hydrogen used in
organic synthesis and as a fuel.

CSS is the process of capturing waste carbon dioxide, transporting it to a storage site and
depositing it where it will not enter the atmosphere.

SMR Method:
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The following reaction occurs first:
CH, + H,0 <> 3H, + CO (3.2.1)

Then, elimination of CO:

CO +H,O <> H, +CO, (3.2.2)
The result is:
H, +CH, + H,O0+CO, (3.2.3)

and finally purification.
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,
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A

Fig. 5 Block diagram of hydrogen flow through methane steam reform
Source: METIS Studies: The role and potential of Power-to-X in 2050

Table 4. Advantages and disadvantages of SMR + CCS

Advantages Disadvantages
SMR offers an efficient, economical and widely | SMR is dependent on the price of natural gas
used hydrogen production process. and the price of carbon dioxide;

CCS is not currently commercially available;

The development of SMR + CCS depends on the
progress of CCS and its ability to integrate into
SMR plants.

Source: METIS Studies: The role and potential of Power-to-X in 2050

The SMR + CCS configuration has more significant costs (CAPEX and OPEX) than the simple SMR
process. However, the CCS component can be cost effective if the cost of carbon and the number of
hours at full load are high enough. In order to determine the break, the production costs (variable price
+ investment price) for both technologies are calculated. Production costs are calculated using the
following equations:

annualisedCapex(SMR) + Opex(SMR)

productionCost(SMR) =
LoadHours

+CH,Cost(SMR) + CO, Price(SMR) (3.2.4)

annualisedCapex(SMR + CCS) + Opex(SMR + CCS)
LoadHours

(3.2.5)

productionCost(SMR + CCS) =

+CH,Cost(SMR + CCS)
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4. Power-to-CHs technologies
4.1.  Technical and economic parameters

After electrolysis, hydrogen can be converted to methane through a process called methanation.
Methanation is the reaction of hydrogen with carbon monoxide (CO) or carbon dioxide to
produce methane.

Carbon dioxide methanation can be described by the following reaction:
CO, +4H, - CH, +2H,0 (4.1.1)

This reaction can occur through two different techniques: catalytic methanation or biological
methanation.

Catalytic methanation

The catalytic reaction takes place inside the reactor in the presence of a catalyst such as nickel,
rhodium or ruthenium, and nickel is more commonly used due to its low cost. Two types of
reactors can be used: adiabatic reactor and isothermal reactor. There is no heat exchange
between the adiabatic reactor and the reaction fluids resulting in an increase in temperature
inside the reactor. The isothermal reactor includes a cooling circuit that allows heat to be
dissipated and the temperature in the reactor to be controlled.

The reaction that takes place inside the reactor is as follows:
CO, +4H, —> CH, + H,O (4.1.2)

Table 5. Advantages and disadvantages of catalytic methanation

Advantages Disadvantages
Technology well known in the industry; Temperature control inside the reactor is
required: high temperature can damage the
catalyst;
Efficiency can be improved by returning the high | Longer response time than electrolysis.
temperature released during the reaction.

Source: METIS Studies: The role and potential of Power-to-X in 2050
Biological methanation

The biological way is a new technology that uses methanogenic microorganisms that act as
bio-catalysts. The reaction takes place under anaerobic (oxygen-free) conditions inside the so-
called digester where there are two possibilities of process. Either Hy is added directly to CO,
initially stored in the digester by microorganisms or H: is first mixed with COg, then the
aggregated gas is sent to a water-filled digester containing the microorganisms.

Both methanation processes require a reliable source of CO.

- Operating temperature: between 35 ° C and 65 ° C depending on the type of microorganisms;
- Operating pressure: atmospheric pressure (1 bar);

- Methane rate in the exhaust gas: 98-99%;

- Efficiency: 78-80%;

- CAPEX: 1000 € / kW (for methane);
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- OPEX: ~ 12% (capex);

- Flexibility: time of induced increase from 0 to 90%.

Table 6. Advantages and disadvantages of a biological methanation

Advantages Disadvantages
Simple technology; It is not yet mature technology;
No catalyst; pH control inside the digester.

High purity of methane output;

Better response time than catalytic
methanation;

Raw biogas can be used as a source of carbon
dioxide (depending on the type of digester);
Significant cost reductions are forecasts by
professionals in the coming decades.

Source: METIS Studies: The role and potential of Power-to-X in 2050

4.2.  Alternatives for methane production

Methane production is currently dominated by fossil natural gas, with only a small proportion
coming from biogas. Biogas refers to a mixture of different gases produced by the
decomposition of organic matter (biomass), mainly methane and carbon dioxide, and
secondarily Hx (hydrogen), Oz (oxygen), H2S (hydrogen sulfide) and N2 (nitrogen). After
further purification, biogas becomes biomethane which has the same quality as natural gas and
whose production has increased significantly in recent years. Unlike biogas, biomethane can
be used in vehicles and injected into the gas network.

Biomass-to-CHas (biomethane) has two main production techniques: anaerobic digestion and
thermal gasification. Similar to biological methanation, anaerobic digestion carries out a series
of biological processes in which microorganisms decompose into biodegradable material in the
absence of oxygen. The process results in digest (decomposed material) and biogas (mainly
CHj and CO»). To obtain biomethane, biogas must be added to methane by removing carbon
dioxide (through a so-called purification process).

During thermal gasification, the thermal decomposition of wood biomass and consumer waste
takes place in a gasifier, in the presence of a controlled amount of oxygen and steam. As a
result of synthetic gases (containing CO, COz, H2 plus pollutants such as sulfur and chlorides)
it is purified and upgraded to biomethane thanks to the methane metering unit (as a catalytic
methane for power-to-methane).

As for the production of Hy, the main competitor for the production of Power-to-CH4 should
be evaluated. Assuming a high cost of carbon dioxide, it is likely that Power-to-CH4 will have
to compete with Biomass-to-CHjs as a carbon dioxide neutral alternative.

5. Power-to-Liquids technologies
5.1. Technical and economic parameters

By following the process of electrolysis of water, synthetic hydrogen can be converted to

various liquid fuels such as diesel, ethanol, methanol, dimethyl ether or ammonia-like fuels.
Each fluid has its own conversion process. In the remainder of item 5, the focus is on diesel /
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gasoline-like fuels generated through Power-to-Liquids process chains, for two main reasons.
First, these fuels are produced through Fischer-Tropsch synthesis or methanol synthesis, which
are the most experimented processes of Power-to-Liquids and are thus characterized by the
highest availability of data in terms of technical and economic parameters. Second, these fuels
are likely to experience significant use in the future because of their ability to replace fossil
fuels in specific segments of the transport sector where electric batteries or fuel cells can only
be used to a limited extent, such as aviation.

Production of liquid fuels through Fischer-Tropsch synthesis

The Fischer-Tropsch process produces various hydrocarbons through the main reaction:

nCO+(2n+1)H, -»C H,,., +nH,0 (5.1.1)

n is usually 10-20, resulting in crude liquid fuel being refined.

Other types of reactions occur inside the reactors. Carbon monoxide is obtained from carbon
dioxide by using a reverse reaction to change water and gas.

Table 7. Advantages and disadvantages of Fischer-Tropsch synthesis

Advantages Disadvantages
Relatively established technology, because it is | It is not yet fully mature technology for power
already used for processes for conversion of coal | conversion processes into liquids.
into liquids
Source: Source: METIS Studies: The role and potential of Power-to-X in 2050

Production of fuels through the synthesis of methanol

The reaction for methanol synthesis is as follows:

CO, +3H, - CH,0H+H,0 (5.1.2)

- Methanol can also be produced by the reaction of H2 and CO.

- Methanol can be supplemented by further conversion to synthetic gasoline, diesel or
monomolecular fuels such as OME (oximethyl ether) or DME (dimethyl ether).

Table 8. Advantages and disadvantages of synthesis of methanol

Advantages Disadvantages
The synthesis of methanol is a known process, | There is currently no mature technology for
but the raw materials are natural gas or coal. Power-to-Liquids.

Source: Source: METIS Studies: The role and potential of Power-to-X in 2050

5.2.  Alternatives for fuel production

Biofuels can be considered the most advanced sub-category of Biomass-to-Liquids conversion
technologies. Among biofuel technologies, first-generation biodiesel and bioethanol are
currently the most developed, but they have limited growth due to their competition with the
food industry and their limited carbon emission benefits. Considering advanced biodiesel as a
major competitor to Power-to-Liquids conversion technology seems to be increasingly relevant
as Power-to-Liquids fuels should not be mixed with other fuels (they can be used directly in
ICE).
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6. Fields of application for Power-to-X projects
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Fig. 6 Fields of application for Power-to-X projects according to countries and technologies.
Source: Demonstration Projects in Europe. Institute of Energy and Climate Research — Systems
Analysis and Technology Evaluation

As can be seen in figure 6, in the context of fuel production, PtX is the most common field of
application in Europe with a 37% share of all projects. As it can be seen from figure 6 certain
types of electrolyzer are preferred for different fields of application. For CHP purposes, an
alkaline electrolyzer is used in almost 50% of the projects, whereas for industrial applications,
a PEM electrolyzer is used in 47% of the projects. However, the use of industrial applications
and PEM electrolyzers has increased significantly in recent years.

Conclusions

The development of P2X technologies is progressing quickly and will continue to do so in the
near future due to its characteristics, applications and impact on the environment. The
development of PEM and alkaline electrolyzer technologies has been good and these
technologies are used very often, although there seems to be an apparent preference for the
more mature alkaline technology in the future. Solid oxide electrolyzer cells are catching up in
their technological development with multi-MW projects. Methanation is used in many
applications and has proven its feasibility for hydrogen processing. As for the production of
liquid fuels, it is safe to say that it is the fuel of the future. As much effort as possible should
be made to utilize this technology, which will contribute to saving the planet from pollution.
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Abstract

During the COVID-19 pandemic, the tourism industry was severely affected, and the travel patterns dramatically
changed. Yet, the love for travel and leisure remained with a focus on the environment and rural areas. The paper
presents new insights into the possibility of developing innovative tourism product based on the Earth’s natural
electromagnetic waves with an extremely low frequency of 7.83[Hz]. It discusses the option for using the
Schumann resonance for tourism purposes. The main objective of the research is to demonstrate the way some
rural areas have the potential to apply the therapeutic benefit of the Earth’s magnetic field to tourists and visitors.
Data measurements are collected in the village Lesnovo (North Macedonia) during 2019. It was found a presence
of positive and harmonious energy vibrations, thus pointing to the possibility of creating a completely new
dimension for rural areas. This may attract more visitors and boost the rural economy if raising the awareness
that villages may offer much more than just an ordinary rural ambient. The paper adds to the scarce literature on
Schumann’s effects on tourists along with its practical contribution for proposing new frontiers and innovative
solutions for tourism development based on positive vibrations of the rural areas.

Keywords
Rural areas, Tourism, Positive effects, Earth’s natural electromagnetic waves.

Introduction

Tourism was severely affected by the COVID-19 pandemic provoking changes in demand and
travel patterns [4], [8], [25], [28]. Due to numerous safety restrictions, travel patterns
dramatically changed. Yet, the love for travel and leisure remained but this time with a focus
on the natural environment, unexplored and isolated destinations, and rural areas. This urged
tourism policymakers to try to create a new dimension for attracting visitors by considering
numerous constantly changing travel restrictions. The idea was to create a perception for a safe
destination that offers a new leisure experience with the priority on the health issue. Thus, the
rural areas emerged as one of the most required destinations for relaxation and vocation.

Besides the untouched nature, the breathtaking scenery, and the moment of isolation, the rural
areas may offer another interesting and new aspect for developing a completely different rural
tourism product. The symbiosis may be found in the potential for synchronizing the positive
emotions and good vibrations to the cardiovascular, respiratory, immune, and nervous systems
influenced by the Schumann resonance (SR) [24]. The Earth produces natural electromagnetic
waves at an extremely low-frequency level of 7.83[Hz] spreading the signal and affecting
everyone and everything in the natural environment. Though the literature on SR is
continuously growing, the issue of the effects on tourists and visitors is barely discussed. Some
exceptions for the use of the SR for tourism purposes are already discussed [5], [21]. This paper
adds to the state of the art by arguing the potential to use the rural areas as destinations with
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therapeutic benefit to tourists and visitors produced by the Earth’s magnetic field. Moreover,
it discusses the option for developing innovative rural tourism product by using the SR as a
signal with positive effects on humans in the natural environment. The presented research is
carried in a small village as a sample location in North Macedonia and offers some new
frontiers for innovative tourism product based on harmonious energy present in the rural area.

The paper is divided into several sections. After the introduction, a brief literature review on
the SR environmental effects is presented. This is followed by the research methodology
explaining the study method. The next section discussed the results, being followed by the main
conclusion of the study.

1. Literature review

The issue of the SR [24] as a spectrum of resonant electromagnetic waves in the extremely
low-frequency range in the Earth-ionosphere cavity [2] is vastly explored. The interest in the
literature is still permanently growing offering a variety of interpretations. [16] - [18] explore
the SR when evaluating the characteristics of the thunderstorm activity and the global lightning.
Some research is focused on monitoring the global upper-tropospheric water vapor changes
[22], on the monitoring of the planetary temperature [27], while some explored it on the lower
ionosphere parameters on celestial bodies [19].

Furthermore, many scholars explain the effects of the Earth’s magnetic field on living beings,
starting from the fundamental frequency of 7.8[Hz] to the higher harmonic components at
14[Hz], 20[Hz], 26[HZz], 33[Hz], 39[HZz], and 45[HZz] [6]. These harmonics directly overlap
with the central nervous system alpha waves being associated with the psychophysiological
coherence of 0.1[Hz], the approximate 10-second cycle of ocean waves, and the hypothetical
resonant frequency of the Earth [14], [15]. Furthermore, the postulation of feedback loops
between all living systems and the Earth’s magnetic field is discussed [3], which enables
electromagnetic interactions within and between people [11], [13], [23]. This provokes
implications for bone growth and ligament healing, capillary formation, fibroblast
proliferation, and decrease skin necrosis [10]. Other numerous positive impacts of the SR on
the human condition is already vastly discussed related to the heart rate, blood pressure, brain
activity, nervous system activity, calming, athletic performance, memory, and other tasks [1],
[71, [9], [12], [14], [20], [26].

2. Research methodology
Case study — village Lesnovo (North Macedonia)

Having in mind that North Macedonia has over 70% of rural areas rich with amazing natural
scenery, it is selected as suitable for investigation. Lesnovo is a very small mountain village
with only 40 inhabitants located in the northern part of the country. It is two hours drive from
the capital city of Skopje, and 13 km from the nearest town Probistip. It is one of the oldest
villages in the country laying in a well-preserved fossil volcanic crater being a natural
geological monument in the western part of the Osogovo Mountains. The village is vastly
visited due to the main monastery St. Gavril Lesnovski, constructed on the site of a much older
monastery, and dating from 1347 or thereabouts. Many tourists, visitors, and pilgrims visit the
main church and enjoy the fresco paintings and the iconostasis which are powerful and full of
mystery. The village is also famous for its high-quality watermill rocks that have been made
for centuries, traditional rural architecture, several cave churches, and many beautiful fountains
built in traditional style with natural material (Figure 1).
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Fig. 1 Lesnovo
Source: Authors

Study method

The study attempted to investigate the possibility of creating new innovative tourism product
for rural areas based on a presence of positive and harmonious energy vibrations. For that
purpose, it applied: (1) Qualitative method — A desk research with an in-depth review of
literature on the SR is made, and (2) Quantitative method — Data were collected in the village
Lesnovo on April 17", 2019 with a 16 Bit AD converter as the main measurement instrument
(Figure 2). Along with the original signal of the location, the low bandpass Butterworth filter
1-35[Hz] was applied, and the Fast Fourier Transform spectrum was done.
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Fig. 2 Measurement instruments »
Source: Authors

On the location, the measurements were repeated in different time momentums during the day
since the effects of the solar wind and magnetization differ and vary on a range of timescales
from minutes to hours.

3. Results

Collected data from the village Lesnovo are visually presented in Figures 3-5. Figure 3 presents
the basic signal and the Butterworth filter 1-35[Hz], Figure 4 presents the spectrogram, and
Figure 5 presents the spectrum. It is visible that village Lesnovo has a significant presence of
the basic pulsation of the SR of 7.8[Hz] along with other harmonics.

12 (BPBuller 1.0007 (7)

Fig. 3 Basic signal and the Butterworth filter 1-35[Hz]
Source: Authors
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A closer look at Figure 5 reveals many positive harmonics of the basic pulsation of the SR of
14.4[Hz], 20.5[Hz], 27.5[Hz], and 33.6[Hz]. Such impulses provoke positive therapeutic
effects on the human body [1], [7], [20]. Moreover, bone growth and ligament healing may be
supported by the frequencies between 7-8[Hz], and a capillary formation, fibroblast
proliferation, and decrease skin necrosis by the frequencies between 14-15[Hz] [10]. Other
detected positive harmonics of the registered magnetic field may positively affect tourists and
visitors of the village Lesnovo by supporting the overall health condition, heart rate, blood
pressure, and calming [9], [12], [14], [26].

Fig.75 Spectrum
Source: Authors
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Conclusion

The study measured the SR in a rural area to detect new frontiers for creating innovative rural
tourism product. It found a presence of positive and harmonious energy vibrations, thus
pointing to the possibility of creating a completely new dimension for rural areas. This may
attract more visitors and boost the rural economy if introducing new product pointing that
villages as recreational and leisure areas may offer much more than just an ordinary rural
ambient. The results point that village Lesnovo may be promoted as a destination that offers
positive and harmonious energy vibrations in addition to the well-known preserved
environment. As such, tourism supply may be dramatically expanded thus attracting visitors,
one-day trippers, excursionists, and nature-lovers. Yet, the awareness of the positive Earth’s
magnetic field on the psychological, physiological, and neurological health of tourists and
visitors, is very low among locals and tourism-policy makers. One may presume that when
tourists are going to be familiarized with the fact that Lesnovo offers symbiotic harmonics
which positively encode and interact with their consciousness, emotions, and thoughts, they
will be much interested in extending the stay and revisiting the destination.

Only when rural areas are promoted as locations that offer the therapeutic benefit of the
electromagnetic field radiation on human’s health, it is to expect to gain an added value. Then,
a new dimension may be highlighted with a focus on a new product that may result in an
ultimate satisfaction in a harmonious ambient fulfilled with energy vibrations. In this line, rural
areas like the village Lesnovo, must develop a new tourism product based on the positive
impulses from nature that has no seasonality, contributes to sustainability, and provokes zero
negative impacts on the environment caused by tourism development. As such, traditional rural
tourism may exceed the conventional approach and proactively offer a new solution for
rejuvenation and overall wellbeing.

The paper adds to the scarce literature on how the SR affects tourists and visitors when
recreating in a rural natural environment. Additionally, its practical contribution is in the fact
that proposes new strategic dimensions for introducing an advanced solution for tourism
development based on positive vibrations present in villages.

The research has several limitations. First, the data is collected only in one day, so additional
time extension and measurement repetitions are needed. Second, the measurement is performed
with only one mobile instrument, so more mobile induction antennas are advisable enabling
data comparison. Finally, the research applied the case study which brings the risk for
overrating generalization of the findings. All these notes suggest some further issues to be
addressed. However, besides contributing to the current literature review on the SR, the paper
posts new directions for rural tourism development.
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Abstract

A solid English Language comprehension is a necessity in today’s technology driven world. Furthermore, the
significance of the English Language is only amplified by its presence in modern higher education. This paper
presents a smartphone and wearable device oriented language learning model which can be used both during
and after lectures. The model intents to gradually enrich the students’ English language vocabulary as they
proceed further with their lectures. Additional features are designed to help students improve their pronunciation
of the newly discovered words. A key point that makes this model efficient is that students can advance their
vocabulary and pronunciation skills paralleled with their study subjects.

Key words
Language learning, Blended Learning, English vocabulary app.

Introduction

It goes without saying that the most of the available literature, that can be easily accessed
today, is written in English. Furthermore, the English Language is well known for being present
in every branch of science and technology, especially when it comes to scientific terms and
engineering vocabulary. Establishing itself as one of the most widely spread languages across
the world, it induces one’s necessity for a certain level of language proficiency.

Fluency in English is not only needed because of its significance in the exhaustive study of any
subject, but also for conducting research, different forms of formal communication, job
interviews, etc.

In this context, the aim of this paper is to describe a mobile and wearable device oriented
learning model that helps the students to comprehend the English Language better which is
used in their lectures and study.

1. Literature review

As constant usage of smartphones becomes evident among students, various mobile learning
applications have recently been developed. Many authors have seen the potential mobile
devices promise in teaching. Concretely speaking, in a research [1], English language students
have used 2D barcodes, namely Microsoft Tags, to learn new vocabulary more efficiently.
Furthermore, in another paper [2], the potential of context-aware mobile language learning is
presented, targeting German and Thai students.
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Considering the many language learning apps widely available today across various platforms,
an overview of some is presented in a rather interesting column (Godwin-Jones, R. (2011)), in
which the author also explains the technologies used for developing such apps.

Language learning apps can seem effective in that they provide a personal and learner-centered
learning opportunity with ubiquitously accessible and flexible resources and activities. This
could encourage learners to develop a sense of individuality and develop life-long learning
habits [4].

The Blended Learning approach to teaching a foreign language is taken into account by
Sharma, P. and Barrett, B. In their book [5], they present technological tools which can be used
in the classroom as well as instructions on how to use the Internet for teaching.

The effectiveness of smartphone usage has been tested in a different research where findings
show that smartphone usage has a great impact on 99% of targeted students [6].

Smartphones are even being used for pronunciation learning. A rather efficient technique is
presented in a paper by Lee et al. [7], where users can correct their pronunciation through
listening to native pronunciations.

What was revealed in a study [8] is yet another point on the benefits of smartphone usage in
the teaching process. Namely, the learner’s positive learning mood.

Likewise, it has been concluded that through an app-based spelling learning, not only did
students made progress in acquiring spelling ability, but developed learning habits as well.

To our observation, most of the current research, at least when it comes to vocabulary learning,
is based on fixed set of words, while our model differs in the continuous expansion of the
starting set of vocabulary words. That is, the initial number of words in the set of words grows
proportionally to the new learning material of the respective subject. .

2. The model

One way of making the process of learning a foreign language much easier for students is by
making the language itself easily accessible to them at any given time. We firmly believe
students should be regularly exposed to new vocabulary and they should be motivated to
practice communicating in English with their peers more often. After all, practice makes
perfect.

Having in mind the excessive use of mobile phones and wearable devices among students, we
recommend a way of discovering and learning new words through the use of the very same
mobile devices. Thus putting the smartphones to good use.

The suggested model consists of three main parts. The first, and foremost, being the front - end
part of the model i.e. the application used by the students. The second part is the back — end,
or server — side, part consisted of the network infrastructure and the servers used for data
storage. Finally, the third part is the teachers’ part, which includes a desktop application in
which the students’ activity and progress is being supervised. Because of technical similarities,
and for descriptive purposes, the first and the third part of the model will be grouped in the
next section. We would like to emphasize that the students (and their teachers) are themselves
a huge part of this model.

The briefly discussed building blocks of this language acquisition model will be separately
described in greater detail in the following sections.

3. The front-end part
For us, one of the most important prerequisites for a language acquisition model is its usability
and effectiveness. To achieve the set goals, we use a mobile application that serves as an

interface between the students and the material they need to learn. The app is connected to
multiple databases which will be discussed in the section dedicated to the description of the

server - side part of this model.



The application used by the teachers is mainly designed to function as a simple, yet efficient,
monitoring station. All data entered by the students is visible to the desktop app.

However, one may argue that for this kind of model it is of greater importance to more
thoroughly describe the application that the students use. It itself, is constructed of multiple
modules. Such module is the “Random word generator”, where students get a different word
every time they click a button, alongside a task to translate that word. If the translation is done
correctly by the student, the student receives in-app points. But, if the student doesn’t know the
word he/she can save it to a personal “list of words” or simply ask a friend for help. In order to
make the app more interesting, during this activity, groups of words are formed. An example
of one of those groups is the “Most difficult words this week”. The goal is to form a list of
words that can be reviewed over and over by the students, so ultimately they can remember the
new vocabulary more easily.

In order to use the smartphone application, the student first needs to sign in using his/her
student id and password. Figure 1 shows the Student sign in page.

] |
Student sign in

Fig. 1 Student sign in page, part of the mobile application that the students use.

Once the student has successfully signed in, he/she can practice and improve vocabulary skills
through the use of the previously described “Random word generator” module. Figure 2
illustrates an example of the use of this module. Students get a new word with a click of a
button. Afterwards, they have to fill in the correct translation and submit their answer.
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< Random Word Generator

Click here for a
randaom word
Enter the English
translation for the
following word:

OTnopauk

Help Submit

Fig. 2 Random word generator page, part of the mobile application that the students use.

The starting set of words is previously entered (hardcoded) into a database named “Word
bank”. In the “Word bank” there are many English words with their corresponding translation.
An algorithm is used to check whether the translation is correct or not. As an extension to this
module, even the Google Translate APl may be used so that students could translate other
words and strings instantly. The point of this module is to get students familiarized with as
many English words as possible.

Through the application each student can add any word of their choice. That word will be sent
to the “Words added by students” database. Afterwards, each student can enter a translation
for any of the words stored in that database. Later, the translation is sent to the teacher for
approval. For each correct translation the student receives in-app points. This way students are
motivated to continuously update the starting vocabulary of the app. This part of the model
puts an emphasis on encouraging students to learn more freely from each other.

Another very useful module of the application is the “Words used in this lecture” module. Here,
the goal is to find words unknown to the app and possibly to the students. Particularly, words
that have been used in the students’ current lecture but have not been added to the “Word bank”
nor the “Words added by students” database yet. The found words are then sent to the students
via the app’s notification system. Please note that an algorithm scans for words written in the
students’ native language. Despite being temporarily stored in a database, at that moment the
words don’t have a suitable translation (or any translation at all). The students’ task for this
part is to find and enter the English translation of each new word. Afterwards, the translation
of the word is sent to the teacher. If the teacher approves the translation, the English translation
is then instantly linked to the corresponding word. In the next step, the unknown word along
with its translation is stored in the “Word bank” database. Finally, all students who have
correctly done the translation receive in-app points for each correctly translated word.

The data flow between the presentation notes, the network and the databases is illustrated in
Figure 3. Combined together, the previously described features of the app result in a real-time
update of the current set of words whilst encouraging student activity. In other words, the
beauty of this module is that the in-app vocabulary grows in proportion to the students’ own
vocabulary.
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Fig. 3 Real-time vocabulary update.

The working principle behind this module is based on simply scanning the PDF/PPT file that
the lecturer uses for presentation purposes. This module can be modified to scan for words
either in English or any other spoken language (students’ native language), meaning that it is
reversible.

Figure 4 presents the algorithm used for scanning the lecture notes and adding words to the
“Word bank” in real-time.

In the first step, the app connects to the databases and then loads the file from which potentially
unknown words can be acquired. The actual scanning for new words begins after the file is
loaded.

Until all the words have been looped, the algorithm executes a series of if-else statements. First,
a check is performed to determine whether all words in the file have been scanned. If not, the
algorithm proceeds onto scanning the next word. At this point, another check is performed to
see whether the word has already been added to either of the databases.

If the algorithm discovers that a word has already been added to a database, it skips that word
and returns to the point where it checks whether there are any other words remaining to be
scanned.
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Fig. 4 The algorithm used for performing real-time scan for unknown words.

As a result of the wearable devices’ popularity, this model features a smartwatch application,
similar to the previously described smartphone application. Figure 5 shows a screenshot of the
menu featured in the smartwatch application. Again, the student can select the “Random word
generator” module which is based on the same module used in the smartphone app. What’s
interesting about the smartwatch app is that it uses a phonetic algorithm so that students can
practice and work on their pronunciation. Speech-to-text technology is used to convert voice
to text. If the student pronounces the given word correctly, he/she receives in-app points.
Through the use of the “Practice saying the word” module, students receive tasks to pronounce
the words from the “Word bank” which is regularly updated. This app uses the same databases
and the same back-end technologies as the smartphone app uses.

@ O

Random Repeat this

Word word

Practice saying
the word

Fig. 5 The smartwatch application.

The “Practice saying the word” module is shown in Figure 6. Through a click of a button, the
student is given one random word. Next, the student has to hold the other button and repeat i.e.
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correctly pronounce the same word. For the purposes of this application a microphone has to
be used. In that manner, the student can use either the smartwatch’s built-in microphone or use
a microphone from a headset.

Click here for a
random word

Hold this button
and speak

Fig. 6 The smartwatch app, “Practice saying the word” module.

4. The back-end part

For the purpose of this model, a fully functional network has been built. A simplified
illustration of the network infrastructure that enables the communication between the students’
mobile devices and the teacher’s application is shown in Figure 7.

Even though only two databases have been introduced, the complexity of this model demands
the use of other databases as well. To be more precise, one such database is used for storing
the students’ data (name, surname, year of study, etc.). Another database has to be used to store
the teachers’ data. Different databases for teachers and students are used because the entries in
the teachers’ database have rights to modify the content in other databases, while the entries in
the students’ database have limited, even read-only access to some databases, as was previously
discussed.

As one might expect, all of the databases have to be stored somewhere on a server. We find
that Amazon’s cloud computing services, also known as Amazon Web Services (AWS) are
ideal for such use. Indeed, AWS offers a variety of database storage plans. A few services,
which are used in this English language acquisition model, will be briefly explained in the next
few sentences.

For example, the Amazon EC2 service enables us to create and manage our own server on an
operating system of our choice. Additionally, using the Amazon VPC service all data, which
is stored in the databases, is kept secure and only available to those involved (students and
teachers). Of course, privacy is important to both students and teachers.

The notification system used to notify students of newly added words that may be unknown to
them is part of AWS as well. For this purpose, we use the Amazon SNS, a notification system
which can be integrated with apps written in various programming languages, running on any
platform (web, mobile, Android, i0S). This is particularly useful for the successful
implementation of the model as it consists of applications that will run on smartphones and
wearables which run on multiple operating systems.
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Fig. 7 The network infrastructure

As was previously stated, one feature of the application is grouping words by different
categories. That is achieved by using Amazon’s Data Analytics in the Cloud service. Moreover,
among the vast range of tools offered by AWS, there are some that adequately meet the data
gathering demands of the desktop application used by the teachers. To be more precise, data
regarding the daily time spent in using the application by individual students as well as their
current performance, progress of task completion etc.

Furthermore, different AWS networking products are used for the network infrastructure as
well, making the network shown in Figure 7 only a small portion of the network used from
Amazon’s service — Network as a Service (NaaS).

Having all the data stored on the cloud will enable students to exploit this model’s resources
anywhere and anytime. Using their smartphones and smartwatches, through an already familiar
user interface, students can learn new vocabulary and practice their pronunciation (or revise)
at their own pace. This was actually one of the starting objectives of this model.

In our opinion, students should be exposed to the English Language vocabulary outside of the
faculty if good results are expected in the process of language learning and acquisition.

Conclusions

This model can be further modified and molded to serve as a teaching aid not only at the
universities, but also in high schools and elementary schools, especially vocational secondary
schools where knowledge of English Language terms and vocabulary is much needed.

As in the findings of other studies, the students’ satisfaction of using mobile technology while
learning was, as expected, at higher levels. The presented model is tested from a technical point
of view in a university environment and gives satisfactory technical characteristics to all of the
modules which creates secure perspectives for using in schools and universities from teachers
and students. At the same time, it’s also a good blended learning tool.
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Abstract

LMS Moodle platform has begun to be used during a military exercise for cadets, organized by the Military
Academy “General Mihailo Apostolski” — Skopje in the Republic of North Macedonia. It was available to all
cadets who participated in that exercise. Later, the platform has been started to be used in the academic part of
teaching. Exploiting the platform, the analyses has been conducted in terms -of the results of cadets who have
used it versus those who have not. Also, the platform is suitable for online learning, and it is completely safe for
use within the university. The recent use of this platform pro-vides insight into the fact that in the future it will be
increasingly used both in the field and in academic conditions due to its enormous benefits.
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Introduction

Today in the world we can see the improvement of technology in every aspect of life. Education
is one of that aspects. The using of e — learning in last few years is in increase.

Namely, the term "e-learning™ was first used at a seminar on CBT systems in 1999, while at
the beginning of the 21st century businesses adopted this type of learning as a central way of
training and training workers [1]. When begun a COVID — 19 pandemic, we saw advantages
of e — learning.

Currently, it is estimated that the online education industry is worth approximately 38 billion
Euros. In the United States, 3.5 million students are enrolled in online degree courses [2]. Many
students around the globe are learning on this way since pandemic start, and without e —
learning they would be far behind with education. The goal of this paper is to review the most
valuable option for online learning, the Moodle’s online learning platform, highlight its
features and show how they influence in learners learning performance and make online
learning environment a valuable asset in distributing knowledge. Moodle’s e-learning platform
through its features gives students' greater access to education in comparison to traditional
methods of teaching, as students can undertake their study from anywhere and at any time as
well as being given the option to study part-time or full-time. Moodle platform in this moment
is one of the most useful software in learning, on this platform student have many options like
blogs, chats, database activities, glossaries. And due to the mentioned reasons, choosing a
proper online learning platform is one of the keys to successful education, therefore, it is very
important for educators to familiarize themselves with the features and options those platforms
can offer.
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1. Moodle

Moodle is a free software, a learning management system providing a platform for e-learning
and it helps the various educators considerably in conceptualizing the various courses, course
structures and curriculum thus facilitating interaction with online students.

Moodle was devised by Martin Dougiamas and since its inception, its primary agenda has been
to contribute suitably to the system of e-learning and facilitate online education and attainment
of online degrees.

Moodle actually stands for Modular Object-Oriented Dynamic Learning Environment and
statistics reveal that about 14 million consumers are engaged in about 1.4 million courses
propagated by this learning management system [3].

Global stats 2018

Figure 1 The figure shows usage of Moodle’s platform.
2.Advanced Distributed Learning — Military Academy “General Mihailo Apostolski”

The section title LMS Moodle platform at the Military Academy “General Mihailo
Apostolski” as we early said, began to be used during the military exercise for hooking some
material about military doctrine. On this exercise LMS Moodle platform was very useful for
cadets and commanders. So they started to use this platform in academic part of learning and
upload materials of some subjects. Since then LMS Moodle has proven to be successful in
learning process. Especially when pandemic started, cadets from home could not reach the
library at the Academy and all materials was on Moodle platform. Current learning on Military
Academy cannot be imagined without Moodle platform. When they at the Academy, cadets
could reach the platform from modem which is connected with internal protected military
network, and from that internet to web server and to Moodle database server as is show on
figure 2. should be relevant for the text content

185.63.253.90
IP adress from
outside network

1011139
IP adress from
inside network

I e, 3
User 1
———%¢ I
Ministry of Internet Switch !
Defence Server ——

User2

Appache MarisDB 10.0

User 3

Figure 2 Moodle access scheme.
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At this moment LMS Moodle platform is used by two universities, University ,,Goce Delcev*
- Shtip, Military Academy “ General Mihailo Apostolski” is part of this university and second
is European University — Skopje. Faculty of Informatics, which is part of this university, use
LMS Moodle platform. Current courses on LMS Moodle platform is one part of Military
Academy program and part is from Faculty of Informatics. Military Academy has two study
cycles and for officers in the service. While Faculty of Informatics has one study cycle for all
four years of studying.

Advanced Distributed Learning - Military Academy

Figure 3 LMS Moodle platform.

3.Installation and configuration of the LMS Moodle platform

The LMS Moodle platform can be installed on several OS, such as Linux, Windows, Solaris
and Mac. On Military Academy we installed LMS Moodle on Windows OS. Installation LMS
Moodle on Windows is easy and practice. Before getting started with Moodle LMS installation,
it is necessary to know which hardware is going to best support to users and data. Managed
Moodle Cloud Hosting is the recommended option as it will support any amount of users and
will ensure Moodle site doesn’t crash if user exceed his capacity. When user knows his
capacity, it is time to install database server. The three databases recommended by Moodle are
MySQL, MariaDB, or PostgreSQL.. Except database server, it is necessary to install web server.
Apache 2 is the recommended web server to use with Moodle because it has been tested and
verified. 11S 7/8 has also been used in the past but has not been tested for the same reliability
as Apache 2. Also very important thing to do is install PHP. When installing a PHP on operating
system, best practices need to be followed. Next thing is download and copy the Moodle files
from download.moodle.org. There are a number of different places that user can obtain
Moodle’s open source code from. It is possible that user download the standard version from
Moodle as his site will be better supported for security and bug fixes from a trusted Moodle
Partner. Once downloaded, a directory called “Moodle” will appear which contains a number
of files and folders. Moodle data directory and secure database should be created immediately
after. It is necessary to create data directory to store all of Moodle files (this includes uploads,
cache, session data, even temporary data). Once a Moodle data directory was created, it is
important to take appropriate measures to secure this data. To begin, it is recommended to
ensure that directory is NOT accessible directly via the web. If user is hosting Moodle
internally, it is vitally to be create an empty database for the installation. If user is outsourcing
hosting, he need to find a web-based administration page for databases as part of the control
pane. It is recommended that user outsource his hosting to a specialized Moodle hosting
vendor. After all of this it is time to begin installation. It is important to Run the installer to
create Moodle database tables so user can configure his new site. It is also recommended to do

134



setup backups. There are countless errors that may cause Moodle site to crash resulting in the
loss of courses, student data, and history. Ensuring that a proper backup and disaster recovery
system is in place will be the difference between business failure or business continuity. It is
important that Moodle courses are backed up in addition to Moodle data, Moodle directories
and users Moodle site configuration. Backups should be performed hourly and stored in
multiple geographic locations in the case of a natural disaster. With Managed Moodle Cloud
Hosting, this is all taken care off. And last but not least thing is checking server security and
performance. There are many factors to consider to ensure that Moodle operates with optimal
performance and compliance with regulatory safety standards. A poorly executed Moodle site
results in slow page loads, lagging videos, system crashes, and security / vulnerability threats.
To accurately check server security and performance, the user will want to collect reference
data from performance monitoring sites. It can then measure exactly how well its Moodle page
is working. Examples of performance metrics for comparison are: scalability, server clusters,
hardware configuration, operating system speed, web server performance, PHP performance,
and database performance [4].

Also we can configure Moodle platform for some additional options. One of them is advanced
features which is site that really extend the functionality of Moodle, but are not considered
plugin based. These advanced features can be enabled or disabled as needed. There are quite a
few features that the user has to choose from: Outcomes -These are goals that set up in a course
and attach to learning activities, to help evaluate a learner’s competence in a subject. Web
Services - When enabled, these can be used to connect Moodle with other applications.
Completion Tracking - It is possible to follow the criteria for courses, and the activities within
those courses. Conditional Access - Here user can restrict the access users have to the learning
resources and activities within a course, based on their different qualifications such as grades,
completion status (of other activities), profile fields, and groups they belong to. Second
additional option is users. User accounts are the profiles created for the learners in the Moodle
site, that require the person to login to his or her account using a username and password. There
are quite a few different ways to create users. Once the accounts are created, users can then
begin enrolling in courses. Registration, Authentication, And Enrollment for the sake of
simplicity, it will break registration into 3 main categories: User-based, Manager- or
Administrator-based, and Automated. This can use a combination of multiple authentication
methods. And the fourth and last additional option is course enrolment. Enroliment is the
method of adding users to a course so that they can participate and engage within the course.
Moodle is modular in nature, so it offers many different ways to enroll a user in a course: Self-
enrollment is the method that allows users to manually enroll themselves in a course. This is a
great option if teacher want learners to be able to choose which courses they would like to take,
or if the courses are optional, Manual enrolment is done by an administrator, manager, or
instructor. This method works well when there are a small number of users A Cohort Sync
allows a manager or administrator to add users into a group called a “Cohort.” They can then
enroll an entire cohort into a course, thus adding multiple, grouped users; There is a PayPal
method of enrollment, that allows users to browse courses, enroll in a selected course, and pay
for it through PayPal. This is the method to use when access to content is being sold, and when
studants are picking their own courses. It is also well suited for client training, and/or partner
training where the list of users is unknown [5].

4.BigBlueButton in Advanced Distributed Learning — Military Academy
The Moodle platform on Military Academy provides professors opportunity to create online
courses with access that only registered students have.

Moodle facilitates the exchange of information to educational communities, develops a
student-centered approach, and ultimately strengthens social interaction. The flexibility of the
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Moodle platform allows students to access uploaded materials at any time and from anywhere.
It also allows for a range of interactions between teachers and students. Students have ample
time to thoroughly discuss and exchange ideas. This platform allows teachers and students
living in different geographical areas to exchange information through synchronous and
asynchronous communication. Professors who use Moodle will have complete control over
their students 'records. Activities are checked online. Professors can see what students have
been doing during a given time frame [6].

BigBlueButton is an open source web conferencing system for online learning. The goal of
the project is to enable instructors to effectively engage remote students. The project supports
live online classes, virtual office hours, and group collaboration with remote students.
BigBlueButton supports real-time sharing of slides (including whiteboard), audio, video, chat,
emojis, breakout rooms, and screen. It also record all content for later playback. Like Moodle,
BigBlueButton is open source. The BigBlueButton project was started in 2008 by Blindside
Networks. In addition our work on BigBlueButton core, we created this BigBlueButtonBN
Moodle plugin so you can fully leverage BigBlueButton's capabilities from within your Moodle
site.

For example, for this pandemic situation it is better to use BBB than Microsoft Teams, because
Teams record every conversation and storage Microsoft database, to which we do not have
access. And with using of BBB we have complete control over our conversation. The
BigBlueButtonBN plugin enables you to:Create multiple activity links to online sessions
within any course, Restrict students from joining a session until a teacher (moderator) joins the
session, Launch BigBlueButton in a separate window, Create a custom welcome message that
appears at the top of the chat window when joining the session, Specify join open/close dates
for the session that appears in the Moodle's calendar, Record a session, Access and manage
recordings [7].

5o

Figure 4 An example of learning through BBB.

5.Testing implemented system

In this first graph we can see an example of data that professor can see about a student. This
is data from military exercise in 2019 (we said earlier that LMS Moodle platform began to use
in military exercise). The graph shows the student who joined to Moodle platform on June 10th
to look three different materials. First material which student opened was training plan on June
10th at 9:29 p.m. Second material was instructions for shooting with infantry weapons also on
June 10th at 9:30 p.m.
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Figure 5 Graph number 1.

The second graph shows a different student, these data are also from the 2019 military exercise.
This student first joined the LMS Moodle platform in March, when the materials were
uploaded. He joined for the second time in April, and the third time on June 10 when the
exercise began. First material which second student opened was on March 2019 but we don’t
have information for the materials in that period. He opened instructions for shooting with
infantry weapons on June 10" at 02:24 a.m. Also he opened second year training plan and
tactical training at 02:27 a.m.
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Figure 6 Graph number 2.

Conclusions

The LMS Moodle platform, as we have seen, has a number of advantages and this platform is
an educational future. Some advantages are collaborative tools and activities, easy to install,
easy to use interface, users can have a large number of materials, learning in a state when it is
impossible in college, etc. Many students and professors did not recognize Moodle as a
useful learning platform, but when the pandemic began, professors uploaded many books,
materials, and quizzes for students at home to Moodle. It was the LMS Moodle platform at
the Military Academy that helped many students study. In the future, LMS Moodle will be
used even more, because technology is evolving every day, also our need for technology will
be greater and it is logical that we want to develop our education system. This pandemic
shows us that online learning is as feasible and well-done as convection learning. As Moodle
has spread and the community has grown, more input is being drawn from a wider variety of
people in different teaching situations. Moodle development is increasingly influenced by its
community of developers and users. Moodle is an active work in progress and constantly
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evolving to a better state, and due to its open source nature it allows its huge community to
contribute and change the platform towards a better state. All in all, combining all of the
above, similar features are hard to find for no charge and that is what makes Moodle the
perfect advanced distributed learning platform intended for every use.
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Ancrpakrt

Bo 0BOj Tpya ce mpHkakaHU IPECMETKH Ha MOTpeOHa eHepruja 3a rpeeme Ha U30JUpaH U
HEW30JIMpaH cTaHOCH 00jeKT 3a efHa rpejHa ce3oHa. Ce paboTH 3a BeKe IMOCTOCUYKU CTaHOSH
00jeKT 3a ezieH cupaT o Kyka. CTaHOEHHOT 00jeKT c¢ yIITe HE € HaJBOPELIHO U30JIMPaH, HO
nMa u30paH BHJI Ha M30Jallnja, PEATIOKEH O] CTpaHa Ha rpajekeH u3BeayBad. CHCTEMOT 3a
rpeewme Koj Tpeba Ja ce MHCTalMpa € €TaXHO TOIJIOBOJHO I'peekhe M BKIy4dyBa. IIeUKa Ha
MIEJIETH, LIEBEH Pa3BOJ WM MAHEITHH paaujaTopu Kako OjJaBauyd Ha TorumHarta. Hajupso ce
IIpeCMETaHn KOe(pUIMEHTUTE Ha MPEeMHUH Ha TOIUIMHA Ha NperpaauTe, MOToa 3aryouTe Ha
TOIUTMHA U TIOTpeOHaTa eHepruja 3a rpeeme. HampaBeHa e mpecMeTKa Ha TPOIIOIH BO OJHOC
Ha €CEeHCKaTa lieHa Ha IeNeTHTe, M Cropenda Ha TPOLIOLUTE 3a M30JIMPAH U HEHU30JIMPaH
o0jekt. IlpecmeTaH e ¥ MepuoJOT Ha UCIUIATIMBOCT, OJJHOCHO MEPHOJOT MO KOj K€ ce BpaTu
MHBECTHLIMjaTa 3a HaJBOpEIIHA TOIJIOTHA M3onanuja. Llen Ha oBOj Tpyn € Ja ce ykake Ha
MPUI0OUBKUTE O] TOIUIOTHATA U30Jaluja.

Kiyunn 300poBu
2peerve, mepmMousonayuja, UHeeCmuyuja,

BoBen

JleHec 4OBEKOT >KMBEE BO OpraHW3WpaHd T.H. ypOanu cpenuuu. llpu Toa moctou
CTpEMEX Jla € OBO3MOXKM BHCOK KOM(Op T.e. UyBCTBO Ha YAOOHOCT, KO€ HE MOXE Ja ce
peayin3upa aKo He ce KOPUCTAT COOJBETHU MaTepHjaliHi J00pa U MOTPOIIyBayKa Ha €Hepruja.
Enen on ycrmoBuTe 3a 4yBCTBO Ha YAOOHOCT Kaj YOBEKOT € TeMIleparypa Ha BO3IAYXOT BO
MIPOCTOPOT BO KOj KUBee W paboTu. buaejku temmneparypara Ha HaJBOPEIIHHOT MIPOCTOP CE€
MEHyBa Kako BO TE€KOT Ha JIEHOT, Taka W BO TEKOT Ha TOAMHATa Ce€ TOjaByBa moTpeda 3a
3rojieMyBam-€ WIH 32 HaMaJlyBambe Ha TeMIepaTypaTa Ha BO3JyX0T BO KOj YOBEKOT IPECTO]yBa.

3amITuTa O TOJEMHUTE IPOMEHM HA TeMIeparypaTa Ha HAJBOPEIIHHOT BO3AYX
MPBOOMTHUOT YOBEK HAolall BO MELITEPUTE, BO KOM MPOMEHATa Ha TeMIIepaTypara Bo TEKOT Ha
roguHaTa € 3aHemapiuBa. [oreMo mMomoOpyBame Ha YCIOBUTE 3a >KUBECHE UYOBEKOT
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IIOCTUTHAJI CO OTKpHMBame Ha OrHOT. HajmpBo majene oraH BO memITepure, a 1MoToa M Ha
OTBOPEH MPOCTOP, KOU CO BPEME €BOJIyHpalie BO MPUMUTUBHH MOKPHUEHU kuBeanuirTa. Kaj
OBHE JKUBEAJIUIIITA [10JI01IHA OWJI pellieH U ITPOOJIEMOT 3a U3BJIEKYBamkbE Ha 4aJ0T OJ1 IPOCTOPOT
3a )KMBECH-E, HAjIIPBO HU3 Pa3HU OTBOPH, a TIOTOA HU3 CIIELHjaJIHO BIPAJCHHU OLIAIH.

Co moHaTaMOITHUOT HAMNPE0K, BO MOTJIE]] Ha 3arPeBamke Ha BO3IYXOT BO IPOCTOPOT 32
JKUBECHE € MIPOHAOIamkETO Ha IeYKaTa, Kako ypel 3a 3arpeBame. Bo moueTokoT reuykara e
KOPHCTEHA 3a 3arpeBame Ha €Ha, a TOJ0IHA U Ha moBeke npoctopun. ClieZieH HapeI0K BO
TIOTJIE]] Ha 3arpeBame Ha BO3JYXOT BO MPOCTOPOT 3a JKUBECHE € MPUMEHATa Ha €TAKHO WIH
[IEHTPAITHO TPeeHke Ha elleH Kat. [1o Hero moara mpuMeHaTa Ha IEHTPATHOTO TPECHhE 3a eaHa
3rpaja MoeaIuHEeYHO, 3a TIOBEKE 3rpajiy 3aeIHO, 3a IIEeJIM I'PAJICKH MoJIpadja U 3a Mell TPal.

JleHec c¢ TMoakTyellHa € eHepreTckara e(puKacHOCT BO MPOLECOT HAa IPEEHE, OJHOCHO
noJ00pyBameTo Ha ucraTta. Toa mogodpyBame ce MOCTUTHYBA CO KOPUCTEHE Ha OOHOBINBU
U3BOPH Ha €HEPrHja, Ha EHEPreTcKo epHKACHU ypeIu U O KOPHCTEHE Ha TOIJIOTHA M30JIalHja
Ha OOjeKTUTE CO KOPUCTEHE Ha COOJBETHHM TEPMOM30JAUMOHM MaTepujainu. [lpum
pasrieayBame Ha KapaKTepUCTUKUTE U TApaMETPUTE 3a EHEpreTcka e(puKacHOCT Kaj 3rpaju u
00jeKTH, OJ] TPBOCTENEHA BAXXHOCT CE€ BPEIHOCTUTE 32 TEPMUYKHTE KAPaKTEPUCTUKU W
napameTpu Ha marepujanure| 1].

Co MakeIOHCKMOT CTaHAAp/ JACTAIHO C€ YTBPIYyBaaT CUTE METOJAHM 3a IMPECMETKa Ha
TOIUTMHCKHM OTIIOPY M KOC(PUIIMEHTH HA NMPEMHH Ha TOIUIMHA 3a TPaJie)KHU KOMIIOHCHTH W
TPajie)KHHA CIIEMEHTH, CO Pa3riieAyBamke Ha OTBOPUTE (BpAaTH, MPO3OPIM U APYTH CTAKICHU
CIIEMEHTH), JEJIOBH OJf 3rpajd BO HENOCpeAHa ONM3MHA Ha 3eMja M CJIeMEHTH 3a
BeHTHIanmja|2].

IlenuTe HA TpEjHUTE CPENCTBA, OCOOCHO (POCHITHUTE TOPHUBA KAaKO MITO C€ jarJICHOT,
HaTara ¥ racot, HarJIo pacTaT Ha CBETCKHOT Ima3ap. OBa 3rojieMyBame Ha IICHUTE JOBEIYBAJI0
3roJieMeHa ynorpeda Ha H30JIaIlMCKH MaTePHjaIH CO TeJI HaMalTyBamke Ha TOTPOITyBaYKaTa Ha
BakBU (DOCHIIHM TOpHMBa Kako M3BOpU Ha eHepruja. Bo mcTpakyBameTo W cO MOMOII Ha
MpecMeTKaTa € JOKaKaHO JeKa jJeOennHaTa Ha M30JialldjaTa CUJIHO BIIMjae HAa TepMHUUYKaTa
MIPEHOCIMBOCT HA KOHCTPYKIMjaTa U crienn(puyHaTa rOAUIITHA TOTPOIITyBayKa Ha TOTUIMHA Ha
3rpajgara. 3aryouTe Ha TOIIMHA CE TO0J] CHUTHO BJIMjaHUE HA JIMHEAPHUTE TEPMHUKH MOCTOBH,
KOM HajuecTo Ce CIydyBaar Ha OAIKOHHTE, arTuTe U CTOJI0OBUTE U TOTUTMHCKUTE MOCTOBH [3].

HamanyBameTo Ha HOTpOIIyBaukara Ha TOIUIMHCKA €HEprHja ce IMOCTUTHYBa CO
MpUMEHa Ha COOJIBETHU TeXHWUKH perienrja. Co 1eln aa ce HaManar 3aryonTe Ha TOTUTHHA BO
UMHAYCTpHjaTa, c€ MPHUMEHYBa TOIUIMHCKA M30JIallkja Ha omnpemara W MHcTananuure. [lpu
N3ajHUpambe, U300pOT Ha COOJIBETEH U30JIAI[MCKU MaTepHjall U 1e0enrHa Ha N30J1allijaTa € O
noceOHO 3Hauewe. [lokpaj ocHOBHATa 3a/aya 3a HaMallyBamke Ha 3arybara Ha TOIUIMHA CO
M30J1alrja, ce MOCTUTHYBAAaT U APYrH e(PEeKTH, Kako MTO ce: 3ByYHa M30Jallfja, 3alThuTa o
MOYKap ¥ 3allTHTA HA TOTOHCKUTE PaOOTHHUIIM OJ] U3TOPSHULIH, U Ci1. [4].

Bo 0BOj Tpya HampaBeHa € TEXHO-€KOHOMCKA criope0a Ha MoTpedHaTa eHepryja U TPOLIOIHN
3a 3arpeBame Ha U30JIMPaH M HEM30JIUPAH 00jeKT KOj CE COCTOM O] BeKe MOCTOCYKH CIpaT O

KyKa.
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TonsoTHa u3oaanuja

TomoTHaTa U30JaIMKja ce KOPUCTH CO e Ja Ce 3roJIieMH eHepreTckaTa e(puKacHOCT Ha
00jeKTOT OJIHOCHO J1a c€ HaMaJli oTpeOHaTa eHepruja 3a rpeeme U jJajeme Ha 00jekToT. Co
HaMaTyBamke Ha MOTpeOHATA CHEPIHja 33 TPECHhEe WU JIAICHE Ce HaMalyBaaT M TPOIIOIUTE.
TomnotHara u3o0alyja ce MOHTHpPA Ha TOBPIIMHUTE HA 00JEKTOT KOj C€ U30JIMpa, U Toa:

- TOIUIOTHA M30JIallkja Ha TOJIOT,

- TOIUIOTHA M30JIallija Ha KPOBOT, U
- TOIUIOTHA M30JallKja HAa HA/IBOPEIIHUTE SHIOBH.

IIpecMeTka Ha MOTpeOHA TONJIMHA 32 POCKTHHU YCJI0BH

Bo mnoHaTtamMOmIHMOT TEKCT ce MpHKakaHW Tabenmute Cco KoeDUIMEHTH Ha
TOIUIMHOIPEaBabE 32 COOJIBETHUTE IPErpajin Kako U Ipajie’kHU OTBOPU KOU ce MOTPEOHU BO

[IOHATaMOIIHUTE IPECMETKH, KAKO U IIPUKa3 Ha COOJIBETHUTE SUIOBH CO COOJIBETHUTE CIIOEBU
O]l SUI0BUTE O€3 U CO TOIUIOTHA U30JIAIHja.

Tabesa 1. KoedpnuueHTH Ha TOIVIMHONIPEIABamhe

Koepuuuentn na
Ycaosu TOITMHONPEAABAHE
(W/m?K)

Buarpenina crpana a,

Bepmuxannu npezpadu, sudosu, npozopyu, epamu 8,0

3a masanu u n0008U NPU Nperecysarse Ha MONJUHAMA 00 001y Hazope 8,0

3a masanu u nodosU Npu npexecysarve Ha MONIUHAMA 00 20pe HAOoLY 6,0
HanBopeunina crpana a,

Bepmukannu npespadu, sudosu, npozopyu, epamu 23,0

[TpecmeTka Ha KOSPHUIIMEHTOT HA TIPEMHH Ha TOTUIMHATA HA HAJBOPEUITHUTE SUIOBHU Oe3
TOTUIOTHA M30JIallHja ce BPIIH CIIOpe]] clieHaTa (hopMyia:

1 1 1 1
k=g= d I 0528+ 069
g 23 !

= 1,436 — cesema 1,45[W /m?K] (1)

05 T
1.5 1,
05 ] 25
15 05
bl 25
2

Crnuxka 1. IIpecek Ha HagBopemen Crnuka 2. [Ipecex Ha HaABOpEIIEH SH/T
suj 0e3 HaJBOpeITHa TOTNIOTHA ~ CO HAJBOPEIIHA TOTUIOTHA U30JallHja
n30JaIuja

1 1
@ 2 Tan

8
05
05

Ha Cn. 1 nanen e mpecek Ha HaJBOPEIIEH SHJ CO CIIOEBUTE CO COOABETHHTE NeOenuHu 63
n3onanuja, gojaeka Ha Cin. 2 ajeH e Mpecek Ha UCT TaKOB SHJI HO CO TOIIOTHA M3oJanyja. Bo
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TabGena 2 mameHu ce MOSAMHEYHHUTE CIIOEBH CO COOJIBETHATA ACOCTMHU M KOS(PHUITUEHTUTE Ha
TOTUTMHOCTIPOBEIYBAC.

Tabena 2. KoeguuueHT Ha MpeMHH HA TONJIMHA HU3 HAJBOPeIIeH sU/ 0e3 TOMI0OTHA H30/1a1uja

HapasopelieH suja 6€3 TONMJIOTHA H30J1a1[Hja
Heoenuna (d) Koed. d/A Koed. (k)
Marepujan (4;)
cm W/mK m*K/W W/m?*K
HazxBoperien mairep 2 0,87 0,023
Kepamuyku 610K 25 0,52 0,481
IIpomoImKeH MaTep 1,5 0,87 0,017
T'ner maca 0,5 0,7 0,007
BkynHo: 29 0,528 1,45

[IpecmeTrka Ha KOe(UIIMEHTOT HA MPEMUH Ha TOIUIMHATA HU3 MPErpaguTe ce MpecMeTyBaat
criopen paBeHkara (2):

I 1 1 @
TR Lyyd, 1
ay + Z A + an
Tabesa 3. Koe¢pnuueHT HA IPeMUH HA TOIJIMHA HA HAJBOPelIeH SU/ CO HAIBOPEIIHA TOMJIOTHA
u3ojanuja
HajnBopeleH sui co HAABOPENIHA TOMJIOTHA H30Ja1Mja
Jedeanna Koed. d/n Koed. (k)
Marepujan (d) (4;)
cm W/mK | m*K/W | W/m’K
HazBopernien mayitep 0,5 0,87 0,006
[MoauMepHO IEMEHTHO 0.5 0,40 0,013
JISTIIJIO CO Mpexka
Cruponop 8 0,04 2
Jlenuso 3a cruponop 0,5 0,40 0,013
Kepamuuku 6110k 25 0,52 0,481
[IpomomkeH MaiTep 15 0,87 0,017
T'ner maca 0,5 0,7 0,007
BkynHo: 36,5 2,537 0,38

Ha Cn. 3 nanen e npecek Ha TaBaHCKaTa Ijioua, qojaeka Ha Cii. 4 majeH e npecek Ha moa. Bo
TabGenute 4 1 5 ganeHu ce MOETMHEYHHUTE CJIOEBU CO COOJBETHATA IEOSTMHU U KOS(DUIIMEHTUTE
Ha TOITMHOCITPOBETyBAhE.

15,04

w

0,
pa

gt
=)

Crnuxka 3. [Ipecek Ha TaBaHCKaTa
mio4a

Cnuxka 4. [Ipecek Ha o
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Ta6ena 4. KoepuumeHT HAa MpeMUH HA TOIJIMHA HA TABAHCKA MJI0Ya

TaBaHcka mioya
Marepujan Hebenuna Koed.(4;) d/A Koed. (k)
(d)
cm W/mK m*K/W W/m*K
ITapna Opana 0,02 0,17 0,001
TepBoa 15 0,038 3,947
ITapna Opana 0,02 0,17 0,001
AB mioua 12 2,3 0,052
IIpomoinkeH ManTep 1,5 0,87 0,017
T'imer maca 0,5 0,70 0,007
BkynHo: 29,04 4,025 0,25

Tabesna 5. KoepnuueHT Ha MPpeMUH HA TOMJIHHA HA MO

Ilox
Marepujai Heb6eauna (d) Koed.(4;) d/h Koed. (k)
cm W/mK m*K/W W/m*K
ITapker 2,5 0,21 0,119
Jlemak 0,5 0,93 0,005
IlemeHnTHA 4 1,6 0,025
KOIIIYJTHIIA
Crupoayp 5 0,035 1,429
AbB mmoua 12 2,3 0,052
Manrep 1,5 0,87 0,017
T'mmer maca 0,5 0,7 0,007
BkynHo: 26 1,654 0,57

Tabesa 6. KoedpuuueHT Ha MpeMUH HA TOMJIMHA HA MPO3OPIHU U OAJTKOHCKH BpPaTH

[Iposopuu u npo3zopeu-sparu co [1BII pamku, co
TPOjHO 3aCTAKIyBame, CO HCHOJIHA CO BO3IYX

uian  OrmaropojieH rac,

€MUCHUBCH ITpEMa3

co uaa 0e3 HHUCKO-

Koed. (k)

W/m?K

1,7

]
i
i

]
@

IIpecMeTKa Ha MOTPeOHATA TOIJIMHA HA FPeele HA CeK0ja MPOCTOPHja O11eJIHO

Koeduuuentor Ha mpeMuH Ha TOIUIMHATA HU3 IIPO30pell, oqHOCHO Bparta co [IBI] pamku ce
no0uBaaT TUPEKTHO O HUBHUOT MPOU3BOIUTEN.

BkymHata TOIIMHA 3a Tpeewe T.e. MOTpeOHaTa TOIUIMHA 3a MPOCKTHH YCIIOBH Ha eIHA
IPOCTOpHja € moroyieMa Of 3aryOuTe Mopaay MPEeHECYBambe Ha TOIINHATA HU3 PErpagHUTe
NOBpLIKHE @ 32 TOJICMHUHATA Ha IOJATOILMTE Ha TOILTHHA M CE OPE/IeNTyBa CIIOpe/ peaiujara
(3). 3a momoT W TaBaHOT ce 3eMaaT YKCTaTa BHATPEIIHA JOJDKWHA M HIMPUHA, 33 BPATHTE U
MPO3OPIMTE CE 3eMaaT AUMEH3UUTE HAa OTBOPHUTE BO SUIOBUTE [5].

3a SUAOBUTC CC 3€Ma YHUCTAaTa BHATPCIIHATA MIMPHUHA, 4 3@ BUCHHA CC 3€Ma KaTHaTa
)II/IMGHSI/Ija T.C. BUCMHCKA pa3JInKa HOMefy Ioa0T Ha €AHHUOT BO OAHOC Ha IMTOJOT HAa CTAaHOT Ha/l
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Hero. Ha Baka mpecMeTaHHWTe TOIUIMHCKHM 3aryOM ce Jo/aBaar JOJATOIMTE Ha 3aryba Ha
TOIUIMHA HW3pa3eHH BO MporeHTH [%]. Ha Toj HaunH ce mo0uBa BKyHaTa MoTpedHa TOIUIHHA
3a rpeeme Ha efieH crad. [llemMarcku nmpukas Ha KaToT oJ] KykaTa € aajeH Ha Ciuka 5.

szQO'Z[W]

Qp =0Qo- (1 +Zp+Z;+ Zv)[W] (3)

Crnuka 5. CopaT oz Kyka 3a KOj ce BpIIaT IPECMETKUTE

IIpecMeTka HAa MOTPeOHA TOIUIMHCKA €HEPrUja 3a 3aTOIUIYBambe U Ce30HCKH TPOLIONH

Bo oBoj 1en ce mpecmeTyBa notpeOHaTa TOIUTMHCKA €HEpryja BO TEKOT Ha eJHa rpejHa
Ce30Ha M TPOIIOIUTE 3a TOPUBO, BO HaIllaTa aHalu3a Toa € ApBeH meneT. OTkako ke ce
MpecMeTaaT TPOIIOLUTE 32 HEU30JMPaH U U30JIMpaH cTaHOeH 00JeKT, ke HalmpaBUMe criopeaoa

Ha UCTHUTC.

Hajnpso ce npecmeTyBa cpelHOTOIUIIIHUOT UCKOPUCTIUB KarmauuTeT Q:

Q= Qp ) (tvp - tsr)/(tvp - tnp)[kW] (4)

Qp[W] — noTpebua TonnmHa 3a MPOEKTHH YCIIOBH;
typ[°C] - BHATpemHa mMpoeKTHa TeMIepaTypa;

tnp[°C] - HaIBOpENIHA IPOEKTHA TEMIIEPATYPa;

ts-[°C] - cpenna HajBOpenIHA TEMIIEPATYpa BO TEKOT Ha IPejHATa CE30Ha.

3a rpagot Lltum, cpenqnata HaJoBpeNIHAa TEMIIEpAaTypa BO TEKOT Ha rpejHaTa ce30Ha

usHecysa: tg,. = 4,3[°C]
[ToToa ce mpecmeTyBa noTpedHaTa eHepruja Ha rpeemwe E':

E =Q - -1[KWh/sez] (5)
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Q[KW ]- cpemHOrOAMIIHAOT HCKOPUCTIIMB KalalUTET;

T[h/sez]- BpemeTrpaeme Ha rpejHaTa ce30Ha,;

BpemerpaemeTo Ha rpejHaTa ce30Ha ¢ MEpU BO YacCOBU M MCTOTO MOXKE Jia ce Jo0ue
KaKo MPOU3BO/I Ha OPOjOT Ha MeCeIr BO KOU c€ KOPUCTH TpeemeTo (Mg = 6), 6pojoT Ha 1eHOBU
Bo Mecenute (Nm = 30) u BpeMeTpaewmheTo Ha TPEeSeHEeTO BO €/ICH JIeH U3pa3eHo Bo yacoBH (BC
= 15). BpemerpaewmeTo Ha IpeewmhETO BO TEKOT HA €/IEH JIEH ce 3eéMa Ja M3HecyBa 15 uvaca
Ouaejku cTanOeHUTE 00jEKTH TEHEPAITHO Ce rpeat co npekuH oa 9 no 12 gaca (24 — 9 = 15).
CooBeTHO, BpeMeTpaeHkeTo Ha TPejHATa CE30Ha 32 OBOj CTAHOEH 00JEKT M3HECYBa.

T=6-30-15=2700[h/sez] (6)
ToTporyBadka Ha TOPUBO B, ce mpecMeTyBa CIIOpe/I CIIeAHATA pealyja:
E
B=ir [kg/sez] (7

E [KWh/sez] - notpeGHaTa eHepruja Ha rpeeme;
N = 0,85 — crenen Ha KOPUCHO /IEjCTBO;
Hy;[KWh/kg] — kanopuuna BpeIHOCT Ha TOPUBOTO;
3a 701Ha KaJopuyHa BPeIHOCT Ha TOPHBOTO, BO HAIIMOT CIIy4aj CTaHyBa 300p 3a IpBEHU

neneru of kinaca A2, semame nexka Hy; = 5,51 [KWh/kg].

CrneeH 4ekop € mpecMeTKa Ha TPOIIOIH 32 TOPUBO BO TEKOT HA IpejHaTa ce3ona C, criopes
naneHara penanuja (8):

C = c - B [[lenapu]| (8)

[Ipu Toa, 3emame eceHcka 1ieHata Ha ApBeHu nenetute *’Illumapka A2’ koja uznecysa 200
neHapu 3a konuurHa o1 15 kg. CooiBeTHO, 1IeHaTa 3a e/IeH KWJIOTrpaM O OBUE JIPBEHH TEJICTH
n3HecyBa C = 13,33 nenapu.

Ta6esa 7. [IpecMeTKkHn Ha MOTPeOHATA TOIUINHCKA €HEPrUja Ha TPeerbe, TPOLIOIUTE 32 TOPUBO
HA Ce30HA HA CTAHOEHMOT 00jeKT 0e3 SUAHA U30J1aNuja

IIpecmeTka Ha NOTPeOHA TOIVIMHCKA eHepruja 0e3 uzojauuja
IMoTpedHa Tomnuna [W] CpeaHoroaumeH ucKopucTuB kananmurer Q[kW]
Qpl 2.175,77 Q= Qp . (tvp — tsr)/(tvp — tnp)[kW] 4,77
Qp2 2.492,00 IMoTpebHa enepruja 3a rpeemse E [KWh/ce30na]
Qp3 3.391,13 E =Q-1[KWh/sez] 12.877,42
Qp4 705,42 MorpomyBauka Ha nejeTu B [kg/ce3onal]
Qp5 893,71 B = E [kg/sez] 2.745,72
Hy -1y
Qp6 940,67 Tpounoiy 3a mejieT 3a exHa rpejua cesona C [MK/I]
Qp 10.598,7 C = c- B [[lenapu] 36.600,43

Ta6ena 8. [lpecmeTkn Ha MOTpedHATA TOIUVIMHCKA eHEPruja Ha rpeere, TPOLIOLHUTE 32 TOPUBO
Ha Ce30HAa HA CTAHOEHHOT 00jeKT CO SUIHA U30JIHja

IIpecmeTka Ha MOTPeOHA TOIUIMHCKA eHepruja CO u3oJjanuja

IMorpedHa Tomnuna [W] CpeaHoroaumeH UCKopucTJIuB kanamuter Q[kW]
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Qpl 1.172,76 Q= Qp . (tvp _ tsr)/(tvp _ tnp)[kW] 2,64

Qp2 1.381,76 [oTpedHa enepruja 3a rpeewse E [KWh/ce3ona]

Qp3 1.896,88 E =Q-1[KWh/sez] 7.127,13

Qp4 364,28 HorpomyBauka Ha nejeTu B [kg/ce3onal

Qp5 322,27 B = E [kg/sez] 1.519,64
Hg - ny

Qp6 728 Tpomonu 3a nejieTu 3a eqna rpejua cezona C [MKJ/]

Qp 5.865,95 C = ¢ B [[lenapu] 20.256,85

NuBecTHLMja BO HA/IBOPEIIHA TONJIOTHA M30JIallUja

Bo u3onanujarta koja e mpeuioKeHa 3a 0Boj CTaHOCH 00jeKT, KaKO TEPMOU30IAIIMOHEH
Marepujain € u3bpan ctuponop co jgedenuna ox 8 [cm]. CTUPONOPOT € CHHTETHYKH
IPOM3BOJI MOBOJICH 3a JKUBOTHATA CPEIMHA, KOj Ce MPOM3BEIYyBa CO MOJMMEpU3aIlfja Ha
CTHPEH M MpETCTaByBa LBPCT MEHECT MaTepHjall UCIOIHET CO BO3AyX. Mako nma MHOrY
MaJjia T'yCTHHA, IMa PEIaTHBHO BUCOKAa MEXaHWYKA JaKOCT, KAKO U MHOTY HHCKa TOILJIOTHA
Y HHCKA aKyCTHYHa CIIPOBOJUIMBOCT, CO LITO CE CBPCTYBA BO KaTeropujaTa Ha Hajao0puTe
TEPMHUYKH U aKyCTHYHU M30jaTopu. TepMon3oanuoHnot edekr Ha 1[cm] e exHakoB Ha
15 [cm] mryrumBa Tysa.

CTHpOIOPOT UCTO TaKa MMa MHOT'Y HUCKa ariCOpIIIMja Ha BOJIa M BUCOKA OTHOPHOCT Ha
MHKpPOOPIaHHW3MH W BOJICHA Mapea, IITO My JaBaaT MPEIHOCT BO OJHOC Ha APYrHTE
MaTepHjai 3a TOILUTMHCKA W30JIallHja MpHU yroTpeda BO Mojpadja U30JDKEHU Ha Biara. He
HOJJIC)KU Ha THUEHE (ICYE3HYBambe), IOIAT0TpacH € U He3anaiauB. OBUE KapaKTEPUCTUKU
ce JI0JDKaT Ha Crenu(UIHUOT COCTAaB HA OBOj MPOM3BOI, KOj coapxu 98% 3apo0OeH BO3Iyx
1 2% nonuctupeH. ['onema npeHOCT € MTO UMa MOSHOCTaBHA MOHTa)Ka ¥ TOHUCKA IIeHa
O]l IPYTUTE U30JIAIIMOHH MaTepujain. EJMHCTBEH HETOCTATOK Ha CTHPOIIOPOT € Heropara
1apo-HeMPOITYCTIMBOCT T.€. HE JHIIE.

Bo npecmetkute ce m00MBa JeKa TOKOJIKY CTAHOEHHOT 00JEKT € CO MpeJJIoKeHaTa
HaJ[BOPEIIHA TOIUIMHCKA HM30JIallfja, TPOLIOIMTE 3a TEJETH 3a eIHa IpejHa Ce30Ha ce
nomanu 3a 16.343 MKJI, unu npubummkao 3a 45%. Ha mujarpamor 4.1 e nmanena
criopendara Ha TPOILIOIMTE 3a MeJIeTH 3a €Ha IPejHa Ce30Ha Kora CTAaHOSHUOT 00jeKT e 6e3
Y CO HAJIBOPEIIHA TOIUIOTHA U30JIAlH]a.

Tpowouwn 3a nenetn 3a egHa rpejHa ce3oHa,
n3paseHun 8o [leHapu

40000 36.600 MK/,
30000
20.257 MK/,
20000
10000
0
CTaHbeH 06jeKT 6e3 n3onaumja CTaHbeH 06jeKT co nsonaumja

Hujarpam 1. Criopen6a Ha TPOLIOLUTE 3a MENETH
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IIpecMeTKa HA MHBECTHIHjATA BO HAIBOPELIHATA TOIUIOTHA U30J1aUUja U
MepUuoIOT HA MOBPaKame HA UCTaTa

[TpecmeTka Ha HaJBOpPEIIHATA SHIHA MOBPIIMHA IITO Tpeba jaa ce u3ojmpa A; € 1ajeHa co
clieTHATA peainuja;

Ai=a-b-h=10-11-2.90 =121.80 [m?] 9

A;[m?] - nagBopenna suHA OBPIIMHA IITO TPeOa 1a ce U30JIMpa;
a [m] — HagBopelHa T0/KHHA Ha CIPATOT OJ1 KyKarTa;

b[m] — HazBOpeIHa MIMPUHA HA CIIPATOT OJ] KyKara;

h [m] — xarHa TUMeH3HMja T.€. BUCHHA Ha CIIPATOT OJ1 KyKara

Bo namara ananm3a KOpHCTHME caMO KaTHa JUMEH3Hja Oujejku craHyBa 300p 3a
u30Jalyja caMo Ha €JIeH CIpaTr oJf Kyka T.e. Ce MPECMEeTyBa CaMO HaJBOpEIIHATa SHIHA
MOBPIIIMHA HAa CIPATOT 3a KOj ce BpiueHH mnpecMmerkute. O oBaa MOBpIIMHA HE ce 0A0WBa
MOBPIIMHATA HA MMPO30PLUTE, BPATUTE U IPYTUTE OTBOPH BO sunosute. [Ipu hopmupamero Ha
[[CHaTa 3a W30JallijaTa U Hej3uHaTa u3Bea0da ce KOPUCTH Ie/laTa HaABOPEIHA MOBPIIHHA Ha
SHJIOBUTE.

OTkako ja 3HaeMe MOBpIIMHATA IITO Tpeda Jla ce U30JIMpa | IIeHaTa 3a h3oanuja 3a 1
m? noBpHIMHA 3a€JHO CO IeHaTa 3a MOHTaXa, ce J00MBAaaT BKYIHHTE TPOLIOIHM
(MHBecTHIIMjaTa) 32 HaJIBOPEIIHATA TOIUIOTHA U30JIallHja.

KoneuHo, meproaoT 3a K0j ke ce BpaTW MHBECTUIMjaTa 3a HAIBOPEIIHA W30JIAIHja
MPETCTaByBa KOJUYHUK O] BKYITHUTE TPOIIOIH 33 IOCTAaBYBamk¢ Ha HAJIBOPEIIHATA H30J1allnja
Y pa3jiyKaTa Ha TPOILIOIHM 32 OIPEBEH MaTepHjall, T.. TeJIETH 3a e/IHA IPEjHA Ce30Ha 3a TPECHE
noMery HaJBOPEIIHO HEU30JMpPaH M HAJABOPEUIHO M30JUpaH ctaHOeH o0jekt. [lepwomor e
M3pa3eH BO TOANHH, a TOOMEHHUTE pe3yiTaTH ce najaeHu Bo Tabdemna 9.

Ta6esa 9. UuBecTHINja 32 HAABOPENIHA TOIJIOTHA U30J1alHja

HuBecTunMja 3a HaBOPENIHA TOIJIOTHA H30JaLUja

Happopemna suaHa noBpmuHa mrto Tpeba 1a € n3o0IupaHa [m?] 121,8

Lena Ha mpemoKeHa SUIHA H30Janyja 3a 1 m? [MK/I] 1.200

BkymnHu Tpoioiy 3a HajBopeiHa uzonauuja [MK/I] 146.160

BxymHE Tpomionu 3a meneTu 3a exHa rpejaa cesona [MK/I] 16.343

[epron Ha Bpakame HAa HHBECTHIIM]aTa [TOIUHH | 8,9
3akiay4ok

TomutoTHaTa W30anMjaTa Ha CTAaHOCHUTE O0JEKTH € €/IeH O]l HAUMHHUTE Ja C€ Moa00pH
eHeprerckara epukacHOCT Ha uctute. OBOj cTaHOEH 00jeKT MMa BeKe M30JMpaH KPOB | MO,
HO HEMa HaJBOpEIIHA TOTUIOTHA M30Jalfja. 3a HaJBOpeIlHa TOIJIOTHA M30Jaluja € u3dpan
cruporop co acoenuua ox 8 [cm]. CTUpPOmOpOT € HajMHOTY KOPHUCTEH TEPMO-H3JI0allMOHEH
MaTepHujal co OrJie]] Ha JIeCHaTa MOHTaKa, TOBOJTHATA IIeHa ¥ IOOPUOT KOSPHUITMESHT Ha IIPEMUH
Ha TornHa. HajnpBo e HampaBeHa npecMeTKa Ha KOepUIIMEeHTUTE Ha IPEMUH Ha TOILJIMHA Ha
nperpanute (ToJ], TaBaH, HAJBOPEIITHH SUAOBH). 32 HAJBOPEIIHUTE SHIOBU IIPECMETaHU Ce U
Koe(pUIIMEHTOT Ha IPEMHH Ha TOILTMHATA CO M 0e3 HaJBOpEITHA TOIUIOTHA M3oianuja. [loroa
ce MpecMeTaHu TOIUTOTHUTE 3ary0u U moTpedHaTa TOTUIMHA Ha CeKO0ja IPOCTOPHja OJIEITHO, CO
n 6e3 Ha/IBOpeIIHa TOIUIOTHA H30JIalHja.
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[To HampaBeHHUTE MPECMETKH 3a TIOTPpeOHATa CHEPrUja MOXKE J1a CE YBHIU KOJKY BCYITHOCT
ce 1noo0pyBa eHeprerckara eUKacHOCT Ha CTAHOCHUOT 00jEKT, KOTa UCTHOT KE Ce U30JIUpA.
TpomonuTe 3a meneTd 3a €aHA I'pejHa ce30Ha ce moManu 3a okony 16.500 nenapu, a
MBECTHUIMjaTa 3a HAIBOPEIIHA TOIJIOTHA U30JIallkja ce Bpaka 3a okony 9 roguau. OCBEH OBHE
TPOIIOIH, TOIJIOTHATA W30JIallija TM HaMalyBa M IOYETHHUTE BJIOXYBama 3a CHCTEMOT 3a
rpeeme T.€. oMala rnevka (KoTei), IoMajiKy Wik noManu rpejau Tena. Kako kaj oBoj cranOeH
00jJeKT Taka W Kaj JIpyruTe O0JeKTH, TOKOJIKY € BO3MOXKHO, Hajao0po € HCTHTE HajIpBO
TEPMHUYKH J]a C€ U30JIUPaaT, a IOTOA 1a C€ MHCTAIMPA CUCTEMOT 3a rpeeme. Cute oBue haktu
YKa)KyBaaT Ha BAKHOCTA HA TOIUIOTHATA M30JalKja ¥ MPUIOOUBKUATE O UCTATA.
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Abstract

Risk management is critical issue for successful competition of any project. In order to complete a project within
predefined schedule it is crucial to estimate the probability of project completion precisely. The aim of project
management when dealing with large and complex projects is to identify the critical path and one or several
subcritical paths. In this paper a comparison between two most widely used project planning and scheduling
techniques PERT (Program Evaluation and Review Technique) and Monte Carlo simulation is made. PERT
considers the uncertainties in activity duration by considering three estimates of time, while in Monte Carlo
simulations the distribution for activity duration can be uniformed, triangle, normal etc. The analysis made in this
paper is based on same project using classical PERT and Monte Carlo simulation with uniform distribution of
time activity. The model used in this paper is developed in C++ programming language.

Key words
PERT, Monte Carlo simulation, project scheduling, activity duration.

Introduction

A typical modern- day project requires coordination of numerous complex activities, so the
project risk and uncertainty have to be considered. Project management consists of planning,
designing and implementation a set of activities that needed to be completed in order project
to end successfully. The main aim in project management is identification of the critical path
of the project. The critical path is defined as longest path through the project network so that
the project is completed in shortest possible duration. If any activity on the critical path is
delayed, the completion of the project will be delayed. The most popular technique for
identification of the critical path used in project management is Project Evaluation and Review
Technique (PERT). PERT is a network based technique developed by US Navy for the
POLARIS Missile Program, [1]. PERT overcomes the disadvantages of Critical Path Method
(CPM) so that, activity duration is a random variable calculated by three points estimation as
an average heavily weighted toward the most like time.

When the project is large and complex, the project manager has to identify one critical path
and several subcritical paths. The subcritical path is a set of activities that are almost critical or
are at risk of becoming critical if delayed past their expected competition time. This rises the
project sensitivity and the risk of delaying the project. In order to overcome the disadvantages
of PERT [2-3], Monte Carlo simulations are used. Monte Carlo simulation identifies not only
the critical path, but subcritical paths that may become critical.
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This paper is organized as follow. In section 3 overview of PERT approach is given, while in
section 4 Monte Carlo simulations are represented. The used methodology is given in Sector
5. In Sector 6 numerical illustration of a given project is represented. Sector 7 concludes this

paper.
1. Project Evaluation and Review Technique (PERT)

In practice, it is not always possible to determine the exact duration of the activities, so the
projects include variability in time required to complete the activity due to various factors such
as lack of experience, equipment breakdown, late delivery, unpredictable weather conditions
and etc. Therefore, PERT uses three point estimates to determine the average weighted duration
of the activities: optimistic time (a), most likely time (m) and pessimistic time (b) as
represented on Figure 1. All the activity times are random independent variables having beta
distribution with probability density function:

_ T(a+B) (x—a)* 1(b—x)F1
e e O @)

Where o and B are shape parameters, a < x < b and a, f > 0. I'(+) is gamma function.

The expected time (mean) to complete each activity is calculated as:

_ 0+4;n+b (2)

te

With variance 02 = (b%a)z.

Most likely (m)
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Possible activity durations
Fig. 1. Density function of PERT- beta distribution

According to central limit theorem if the network is large enough than the project duration
follows a normal distribution with mean p and variance of the distribution of the project
duration defined as:

0% = Xx 0-9? 3)

Where x represents the activities on the critical path. Knowing the expected project duration
and standard deviation of the critical path, the probability of completing the project earlier or
later than p can be calculated using normal distribution as:

z="+F 4)
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Where T is desired completion time of the project.

2. Project Evaluation and Review Technique (PERT)

The term Monte Carlo was first introduced by Von Neumann and Ulam during World War I,
[4], as a code for the secret development of Los Alamos atomic bomb that included behavior
simulation of accidental neutron diffusion. Today, Monte Carlo method is one of the most
commonly used powerful tool for analysis of complex projects. This method initially used
random or pseudo random numbers with uniform distribution in the interval [0;1].

The PERT method discovers one critical path and other possible subcritical paths are ignored.
If the duration of the critical path is around its most likely time completion time and if the
subcritical path ends around its optimistic time, the project will be delayed. That’s the main
reason why techniques like Monte Carlo are used. Monte Carlo simulations are used to
calculate the entire network diagram and obtain one critical path and possible subcritical paths.

In this paper, the simulations are performed with a uniform distribution (figure 2) where the
most likely time to complete the activity is a random number in range between the optimistic
and pessimistic time. The probability density function of a uniform distribution is defined as:

1

—— xelab

f(x)={b_a (a.b) 5)
0,x ¢ (a,b)

With cumulative distribution function defined as:

X728 ye(ab)

F(X)=41Lx>b (6)
0,x<0

o

|

Q
———— 9
- — = — -8

A 4

a b X a b
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Fig 2. Probability density function and cumulative distribution function of uniform distribution

3. Methodology

A network diagram is formed for the given project. First, the PERT is applied to the project to
evaluate the probability of project completion for a given time unit (day, mouths). The results
obtained identifies only one critical path. After that, Monte Carlo simulations are performed
on the same project in order to obtain probability of project competition. Results from these
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simulations identifies same critical path and one or more subcritical path with percentage of
occurrence. At the end, a comparison of PERT and Monte Carlo simulations is made.

Construction a network diagram of project
activity

v

Evaluating probability of project competition
using PERT

v

Evaluating probability of project competition
using Monte Carlo simulations

}

Comparing results for PERT and Monte Carlo
simulations

Fig 3. Methodology

4. Numerical illustration

In this paper the project [5] given with data represented in Table | is analyzed. The starting
activity of the project is denoted as activityl and end activity is denoted as activity 7. Project
due date is set to 37 time units. The network diagram of this project is given in Figure 5.

Table 1 Time estimates for project activities

Activity (a,m,b) Activity (a,m,b)
(1-2) (5,6,8) (3-6) (3,4,5)
(1-4) (1,3,4) (4-6) (4,8,10)
(1-5) (2,4,5) (4-7 (5,6,8)
(2-3) (4,5,6) (5-6) (9,10,15)
(2-5) (7,8,10) (5-7) (4,6,8)
(2-6) (8,9,13) (6-7) (3,4,5)
(3-4) (5,9,19)

The code for PERT calculations is developed in Program Language C++. After executing the
program, the differences of the output from the procedures forward and backward pass gives
the floating time for every project activity. If the activity has zero floating time any delays in
completing this activity will delay project completion, so thus this activity is part of the critical
path.
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Fig. 4. Network diagram

Table 2 Floating times for project activities

Activity (i.j) Floating te o2
times;
A (1-2) 0 6.17 0.25
B (1-4) 18.33 2.83 0.25
C (1-5) 14.34 3.83 0.25
D (2-3) 0 5.00 0.11
E (2-5) 3.83 8.17 0.25
F (2-6) 13.17 9.50 0.69
G (3-4) 0 10.00 544
H (3-6) 13.17 4.00 0.11
| (4-6) 0 7.67 1.00
J (4-7) 22.83 6.17 0.25
K (5-6) 3.83 10.67 1.00
L (5-7) 125 6.00 0.44
M (6-7) 0 4.00 0.11

The results represented in Table 2 shows that the critical path is A-D-G-I-M. This means, that
the completion of activities B, C, E, F, H, J, K and L can be delayed up to their floating time
and not affect the duration of the project. Since all activities through the path must be completed
sequentially without overlapping, the project duration is calculated as the sum of the times
required critical path to be completed. The simulations show that the probability distribution
of project duration has mean p=32.83 time units and standard deviation

02=2.63 time units.

The confident coefficient z is calculated as:

Thus, the probability that project will be completed in 37-time unit is calculated as:

P(T < p) = P(z < 1.58) = 0.94295

37-3283

2.63

1.58
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Project activities duration have uncertainties that have to be considered in order to evaluate
project completion probability The code for Monte Carlo simulations is developed in program
language C++. Random activity durations for the simulations were generated through pseudo
random number generator on the range from optimistic to pessimistic time. The number of
Monte Carlo iteration defined in the program is 10000. After analysis of the obtained data, one
critical path and two subcritical paths are identified. Results from the simulations are
represented in Table 3.

Table 3 Results from Monte Carlo Simulation

Critical Path Subcritical Path

1-2-3-4-6-7 1-2-3-6-7 1-2-5-6-7
Number of occurrence 6941 573 2486
Occurrence (%) 69.40% 5.73% 24.86%
Mean path duration 33.43 28.72 29.43
Standard deviation 4.45 1.31 2.19

The confident coefficient z for the critical path is calculated as:

373343

Z=—ar = 0.802

Thus, the probability that project will be completed in 37-time unit is calculated as:

P(T < ) = P(z < 0.802) = 0.77884

Conclusion

In this paper, a comparison of PERT and Monte Carlo was represented. From the results
represented above can be concluded that Monte Carlo is giving a better identification of the
risk. The output of PERT simulation is only one identified critical path, while Monte Carlo
identifies not only the critical path, but two subcritical paths. The subcritical paths influence
the project completion expected time which lead probability of ending the project on schedule
to be decreased. Moreover, Monte Carlo simulations offers a choice of various probability
distributions like triangle, normal, gamma etc.

The project completion time calculated by PERT was found to be 32.83 time units, while with
Monte Carlo it was found that the completion time is 33.43 time units. The difference between
these two approaches is 1.74%.
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Abstract

In the successful functioning of modern society, the traditional educational methods are not enough, and
new methods must be introduced. Given the constant development of technology today, a high-quality
workforce is needed as much as possible. The fast changes in the modern way of living are forcing a life
in virtual spaces, in which smart devices are an essential part.

The e-learning concept offers several advantages to educational organizations that use this technology,
including short and effective training, flexibility, and modulation. The Internet is increasingly used for a
variety of online courses, so one of the essential tasks is understanding the e-learning security issues.
The security aspect is very important for the companies creating e-learning platforms, which should
consider the safety of the instructors, the students, as well as the companies / educational institutions
that use the services. In this paper, we will look at the threats to the security and privacy of the most
popular e-learning systems and suggest methods for overcoming those challenges.

Keywords: e-learning, threats, security and privacy.

Bosen u nperen Ha auTeparypa

Jlenec, xora cTanyBa 300p 3a 00pa30BaHHETO, HANIPEIYBAHETO BO TUTUTAIHATA TEXHOJIOTH]a
CTaHyBa CYHITMHCKa CTaBKa BO HAIllETO CEKOjAHEBHE. bunejku ceé moBeke HAYMHOT Ha
MIpeHECyBamkE Ha 3HaCHa Ce CBEyBa MPEKy UHTEPHET, Tpeba ja ru pazdoepeMe 6e30€THOCHHUTE
poOJIeMH Ha eNIEKTPOHCKOTO yuere. be30eJHOCHUOT acleKT € yIITe MOBa)keH 3a KOMITAHUHUTE
KOM KOpPHCTAaT CHCTEMH 3a €-yueme 3a Ja HCIopadyBaaT KypceBH 3a oOyKka Ha CBOHTE
BpaboTeHu. E-yuemeTo € HOB MeTOoj Ha yuyeme KOj 3aBUCH 0] VIHTepHeT mpu HEroBOTO
W3BPIIYBaKkE U € J00PO MO3HATO JeKa HHTEPHETOT CTaHA MECTO 3a HOB MAKeT HA HE3aKOHCKU
aKTUBHOCTH, TaKa INTO OKOJMHATA 33 €-y4eHmhe € HM3JI0KEHAa Ha MHOTY PH3UIM M 3aKaHH.
PusukoT ce mojaByBa TpW ENEKTPOHCKM TpPEeHOC Ha HWH(OpMamuurTe, J0/ACKa 3aKaHaTta
nojpa3bupa mpeaBUAeHa OMacHOCT. BooOMuaeHM 3akaHM 3a KOMIjYTepUTE C€ BHUPYCH,
MpEXHU TpoJupama, KpaKOM U HEOBIAacTeHO MoauuUupame Ha MOJaTOLHUTE,
MPUCITYIIYBamkhe U HEIOCTAITHOCT Ha CEPBEPU U MEPCOHATHU KOMITjyTEpPH.

3a BpPEMC Ha IPCHOCOT, OPUTMHAIIHUTEC JOKYMCHTHU MOKAT J1a 6I/I,Z[8.T HU3MCHCTHU, IMONPABCHU UJIN
YHUIITCHU Ol aKTUBHUTC U IMMACUBHU Hallall Ha XaKCPUTE. Kaxko mouznoxena TeXHOJ'IOFI/Ija Ha

BOOOMYACHH 3aKaHU U pU3UIH € CICKTPOHCKOTO YUCHC.



EJ1leKTpoOHCKOTO yueme

E-ydyeme e 00equHyBauky TEPMUH 3a J]a Ce ONHUILIE YUemeTo rnpeky MuTepHer, 00yka 6a3upana
Ha BeO-CTpaHMIIM M YNATCTBAa 3aCHOBAaHM Ha TexHosoruja. OOGHMYHO, MOMMOT € - YyYeHme
nojpa3dupa KypceBH, HacTaBa win o0yku npeky Uurepuer [1].

ITonomy ce naneHn HEeKOU KapaKTEpPUCTUKU HA CUCTEMUTE 34 €-y4eHCE:
e IIpouecor Ha yyewe ce BpIIM BO BUPTYEIHA YUYUITHULA,

e EnykaTMBHHMOT MaTepHjai € joctaneH Ha VHTepHEeT U BKIydyBa TEKCT, CIIMKH, BPCKa JI0
JIPYT'H MPEKHU PECYPCH, CIIUKH, ayJHO U BUJIEO NPE3CHTALUU;

e BupryennaTta yuugHHUIA € KOOPJUHUPAHA OJf MHCTPYKTOP KOj ja IJIaHHpa aKTUBHOCTA Ha
YYECHULIUTE BO PaOOTHUTE TPYNH, AUCKYTHpaA 3a aCIEeKTHTE Ha KypCOT CO IOMOII Ha
(dbopyM 3a pazroBop WK pa3roBop, 00e30eayBa MOMOIIHU PECYpPCH, UTH.;

® Y4YCHCTO CTAaHYBA COI_[I/IjaJIeH IIpouec,

® [IOroJICMHOT IOCJI O CUCTCMUTE 3a C-YUYCHC OBO3MOXKYBAAT CIICACHC HAa aKTUBHOCTHUTC Ha
YYCCHUIHUTEC, 4 HCKOU O HMB, UCTO TaKa, BKIIy4yBa U CUMYJIallUU U pa60Ta Ha NOATPYIIH.

KoHnentor Ha e-ydeme HYJIM HEKOJKY MPEIHOCTH Ha OOpa30BHHUTE OPraHU3aIlMH INTO ja
KOPHCTAaT OBaa TEXHOJIOTH]ja, BKIYYyBajKHM KpaTka M edukacHa oOyka, (DICKCHOMIHOCT U
Moynu3anuja. [loBekeTo MHOBAIMK 32 e-y4uerme ce (OKyCHUpaaT Ha pa3BOjOT HAa KypCOT U
HAYMHOT Ha IMPCE3CHTUPAKLC, CO MAJIKYy WX BOOIIITO IIOCBCTYBAalbC HAa BHHMAHHUC HaA
MPHUBATHOCTA U 0€30€HOCTA KaKo MoTpeOHU efeMeHTH. Cenak, 0J] TopeHaBeICHUTE TPCHIOBH,
jacHo e JeKa ke uMa morojiemMa rmorpeda o1 BUCOKM HUBOA HA JOBEPJIMBOCT U MPUBATHOCT BO
aTUTUKAIMKITE 33 -Y4YCHE U JIeKa Mopa Jia ce BOocrocTaBaT 0e30€/IHOCHA TEXHOJIOTHH 32 J1a Ce
3aJ10BOJIaT oBHE MoTpebu. McmonHyBameTo Ha 0e30¢THOCHUTE Oapama BO CHCTEMOT 3a e-
yUeHhE € UCKIYYUTEIHO KOMIUIEKCEH MPOOJIEM 3aroa INTO € HEOMXOJHO Jia Ce 3allTHTaT
COApPIKUHATA, YCIYIUTC U JIMYHUTC ITOAATOLU, HE CaMO 3a HAABOPCIIHUTE KOPUCHUIU, TYKY U
3a BHATPEIIHUTE KOPUCHUIIH, BKIYYUTEITHO M aJMUHUCTPATOPUTE HA CUCTEMOT.

3akaHu U pU3NIHU

3aryOaTa Ha CPEACTBOTO € MpeIM3BUKaHAa O/ peaju3aliyja Ha 3aKkaHu win pusuiy. Cute 3akaHu
Ce pealn3upaaT MpeKy MeJInyM Ha paHIUuBOCT [2].

I'naBHUTE 3aKaHu ce:
e [IpekpuryBame Ha JOBEPIUBOCTA;
e IloBpena Ha UHTETPUTETOT;

e OpOuBame Ha yciyrara: CrpedyBame Ha JISTHTUMHU IIPaBa 3a MPUCTAIl CO HAPYIIyBambe
Ha coo0pakajoT 3a BpeMe Ha KOMyHHKalljaTa Mel'y KOpUCHUIIUTE Ha CUCTEMOT 32 e-yUeHe.

e Henerutumna ynotpe6a: Excruioaraiuja Ha IpuBUIIETHH OJ1 JIETUTUMHHU KOPHCHUIIY;
e 3nonamepHa nporpama: Koz 3a omreryBame Ha IpOrpamy;
e OppekyBame: JInia mTo HErMpaaT y4ecTBO BO MPEHOC HA TOKYMEHTH;

e Amnanmusza Ha coo0pakajoT: NpOTeKyBame Ha UHPOpMAlLKMU CO 3J0ynoTpeda Ha
KOMYHUKAIICKUOT KaHaJ;
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e Brute force attack: O6ua co cuTe MOKHM KOMOWHAITMH J1a C€ OTKPHUE JIO3UHKATA.

Mooicnu puzuuu na Kpeamopume Ha COOPIHCUHU

CoBpeMeHara TeXHOJIOTHja UM OBO3MOXKH Ha KPEaTOPHUTE Ha COAPIKUHM J1a 00e30e1aT mpucTar
JI0 MaTepujaid Kako KHUTH, ClIMCaHuja, uTH. KpeaTopuTe Ha COAPIKUHU C€ OJATOBOPHU Jia ja
pa3BHBaaT M HMIUIEMEHTHpaaT cojAp)kuHara. [IpudMHaTa 30IITO MHOTY KpeaTopud Ha
COJIP>KMHHM CE BO3JPXKYBaat 0J1 00e30e/lyBame € CTPaBOT JeKa HUBHUOT COCTaByBaH MaTepHjall
MOXe Ja Ouae mpeaaaeH U oOpaboTeH Oe3 HHBHO 3Haeme. J[OMDKHOCTA Ha KpeaTropoT Ha
COJIP’KMHU € JIa C€ 3alITUTH OJ1 HEOBJIACTEeHA yrnoTpeda, MoauduKaIyja v MoBTOpHA yroTpeda
Ha MMOJATOIUTE BO PA3JIMUYHK KOHTEKCTH TIOBP3aHHU CO €-Yy4UeHhe.

benemkuTte Ha KpeaTopuTe Ha COAPNKUHU MOXKE Ja OumaT MoauduuUpaH / YHUIITEHU O
XaKepuTe IPEKy Hamaau. 3aToa, BO MHTEPEC Ha KPeaTOpPOT Ha COAPKHUHU € 1a CE OCUTYpa AeKa
KOPUCHHUIIUTE ja N0oOMBaaT COJp)KMHATA HEMPOMEHETa M JIeKa KOPHUCHHUIUTE MOXaT Ja ro
MpOBepaT HHTETPUTETOT HA TEKCTOT.

Moacru puzuyu na npogpecopume

ITpodecopute ce oaroBopHHU 3a 00e30€ayBame Ha CEK0ja MOYKHA MOIPINKA HA CTYJACHTHTE BO
BpCKa co akajgeMckaTta matepuja. [I[podecopure Moxar aa ja ciieaT Wid J1a KynaT COJIp>KUHATa
Ha KypCOT, IPE3CHTAIIMH OJI TPETO JIMIE cropen Oapamara Ha KypcoT. CHTe pH3HIHU O] -
yUYEHETO He Tpeba 1a OuIaT OrpaHuYeHN Ha TEXHUYKUOT crcteM. HeonxoHo e 1a ce ondarar
[EJIOKYITHATE METOAM Ha TpelaBame, HCIUTYBakbe W OlCHyBame. METOJO0JIOTHUTE Ha
HacTaBaTa ce MEHyBaaT OJ €JCH HACTaBHHUK Ha JPYr, HO K¢ MMa BOOOHWYACHU PHU3HIIUA BO
HACTAHUTE Kako IITO C€ MpelaBame, HCIpakame OeelmKH W 3afayd, npudakame u
00eNe)KyBame JIMCTOBU CO OJATOBOPH, MOJTNOTBYBAalE M JAUCTPUOYyHpame Ha TECTOBH.
JIuckycuuTe ce OCHOBHAa KOMITOHEHTa Ha HacTaBata Ha Koj Owimo kypc. EmHa ¢opma Ha
JTUCKYCHja MOXKe Jla Oujie mpeKy oHIajH GOpyMOT.

[Ipennoct Ha quckycuute Ha hopymuTe npeky MHTepHeT Bo 0JJHOC Ha YCHUTE IUCKYCUU € TOa
IITO CUTE MUIIAHMW JIOKYMEHTH C€ 4yBaaT E€JEeKTPOHCKM Ha CEpBEepOT, HO AUTMTATHOTO
CKJIapamk-e Ha MaTepHjain MPETCTaByBa rojeM PU3UK 3a MPUBATHOCTA HA CTYACHTHUTE, KaKO
u Ha [Ipodecopure.

ITokpaj Toa, MOCTOM PHU3MK BO CHUCTEMOT 3a MCHHUTH IITO BKJIydyBa CTaHJapAau3aluja Ha
MpamniamaTa 3a UCIHUT U CIIHCOK Ha Tpalliamka [IITO MOYXKE J1a ja OrpaHryaT akaJieMcKaTa cirobdosa
Ha OJJICJIHM HAcTaBHULIM. Mopa Ja MOCTOM TUM IITO KE Ce I'PUXKM 3a CUTE OBHE PU3UIM.
Pu3MKOT MOBp3aH €O WCIHUTYBame € JAMPEKTHO TOBp3aH co MaMmeme. OCBEH MaMemeTo,
ITpodecopure Mopa 1a OGuaT 3arpu>kKeHH 3a JOCTAIHOCTA Ha olleHKUTe. McTo Taka, 3a BpeMe
Ha UCTTUTYBA-ETO CTYACHTHUTE CE MOBEKE caKaaT Jia codepaTr MaTepHjaH 3a MPOydyBambeTO Ha
coapxuHara. CUTe HaCTaBHUIIM MOpa Ja OMJAT CBECHM 3a PU3UKOT CTYACHTUTE Ja 1o0ujaT
HETMPOMEHET NpAaIIaJHUK MpeJ] TOYETOKOT Ha MCIUTHTE W CUTE OJrOBOPH Jla Ce dyBaaT Ha
HempoMeHeT HauuH. Mako mnpenaBameTo € HajeHOCTaBHA M MpHpojgHa ¢opma Ha
KOMYHHKaIIMja, OCTaHyBa CEKOTalll PU3WUKOT O Moau(UKalja Ha MpeJaBameTo Ha dYac
(roBop) 3a BpeMe Ha NPEJaBambETO.
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Mooicnu puzuuu Kaj cmyoenmume

Makcumarnien Opoj Ha KOPHCHHIM BO CHCTeMOT E-Ydeme ce CTyIeHTHUTe KOM y4aT U Io
CIIOJICNyBaaT CBOETO 3HACHE CO JIpyrd Bo cucteMor. CTyaeHTCKaTa Irpyna MOXe Ja ce
KJIacuUIMpa Ha Pa3InYHUA HUBOA OJl HU30K CTEIEH, TUIUIOMCKHU, OCTIUILUIOMCKH, 10 HHUBO
Ha JOKTOPCKH ctyaun. Ho, cekoj KOPHCHHUK Mopa Jla OuJie CBECEH 3a CEKOj MaTepHjasl JOOueH
0l HMHCTHTYTOT, IIpodecopute wam npyrutre cryaeHtd. Op apyra cTpaHa, JTOKOJKY
HaTpalmHUIUTC I' YPCAYBAJIC IOKYMCHTUTEC CO ITpallakba WM JPYIr'd BaXKHHU JOKYMCHTH, IIOTOA
CTyIIEHTUTE ke Tpeba J1a ce coodaT co MpoOIeMH BO MOMEHTOT Ha UCITUTYBAHETO.

[Tokpaj TOa, MOCTOM PHU3HMK O] 3a4yByBame Ha MHGOpPMAIUU 3a HajaBa (KOPHUCHUYKO UME U
no3uHKH). CuTe CTYyIGHTH MOpa J1a OuaT CBECHH 3a 3j10ynoTpeda Ha nH(opmaIuuy 3a Hajasa,
BO CIIPOTHBHO HAIAra4oT MOKe Jia ce OOUJIE J1a F'O CIIPEYH OBJIACTCHHOT YYSHUK JIa IPUCTAITyBa
10 cepBepoT 3a E-yueme co ropeHaBeennTe Hanaau. [Ipodecopure He ce cekorant JoCTamHu
3a Jla UM TIOMOTHAT Ha CTYJEHTHUTE, Taka IITO THE Tpeba na OumaT AMCHUILTMHUPAHU 1A
paboTaTt caMOoCTOjHO O€3 MOMOII Ha HACTABHUKOT.

Crynentute Tpeba na umaaT noOpM BEUITHHH 3a MHINyBamkbe M KOMyHHKaiuja. Kora
[Ipodecopure u apyrure CTYACHTH HE CE€ COCTAHyBaaT JIMIE B JIMIE, MOKHO € Jla He ce
pazbepar, T.e. MOTPEUIHO Aa ce MPOoToiKyBaar. Kako MexaHuszam 3a moBpaTHa nHpopmMaiuja
0J1 TIOCTOU PHU3UK O] CTpaHa Ha CTYACHTHUTE Jla TU UCIIpaTaT UCTUTE NMOBPATHU WHQPOpMALIUU
710 PaKOBOJICTBOTO Ha MHCTUTYTOT 3a e-yuewe. Ha kpaj, cute yuenunu tpeba na Ougar CBeCHU
3a (pUIIMHrOT KajJe Hamara4oT TOCTaByBa JIAXXHU BEO-CTPAHMUIIM KOU U3IJIEAaaT Kako
BHUCTUHCKA BeO-CTpaHMIIA 32 €-yuee, TaKka IITO TEUIKO MOXeE J1a MpaBU Ce pas3iihKa momery
BHUCTUHCKATa U CTpaHaTa Ha HamaradoT. OBJie YeCTO OJ] CTY/IEHTUTE ce Oapa /1a BHECAT HEKOU
JIOBEPJIMBH HH(POPMAIIHH.

Jlpyzu 3aKaHu u puzuyu npu_e-yuere

[Tokpaj ropeHaBeICHUTE PUBHIIH, IIOCTOjaT M Pa3HU JPYTH 3aKaHHW MPUCYTHH BO CUCTEMOT Ha
e-yueme, KaKo:

[TpupoaHu 3akaHu — MOXKe J1a OMIAT MPeAU3BUKAHHU O NMPHUPOJHU HENOroju, Kako IITO ce
Mo’Kap, HEBpeMe, ByJIKaHCKa epyIija, 3eMjoTpec, HomaaBu U Ap. CUCTEMOT 3a elIeKTPOHCKO
yueHe MOJKe J1a Oujie 1oJ1 BiMjaHnue Ha OBHE 3aKaHU.

HpOMI/ICHeHI/I— 3aKaHUTE MOXKE Aa 6I/I)IaT oI u3Mama, yrecHa, Kpa>i<6a HUTH.

Henamepuun — Moxke Ja MMa HEKOM HEU30€KHHM 3aKaHM Kako KOMIjyTepcKa TIpellka,
MIPEKUHYBAKE Ha €JIEKTPUYHA EHEpriuja, Tpelika BO PaKyBambhe UTH.

Hauwnnm 3a cnpaByBame c0 pu3nnu

V4ecHUIUTE HA CHCTEMOT 32 €-Y4€HhE Ce COOYYBaaT CO PAa3IMYHH PU3UIIM WM 3aKaHU, KaKo
ITO Oellie AUCKYTHPAHO BO MPETXOTHUOT Aei. CIIeTHIBE aJlaTKU WIIH TEXHUKH MOXe J1a Ouiar
HaMETHATH 3a Jla C€ MUHUMU3UpaaT oBue pusuiu[3].

Koumpona na npucman co nomowt na “Firewall”

3amrrured sup (Firewall) e komOnHammja Ha XapABEepCKH U cCOPTBEPCKHU cucTeM 3a 0€30€THOCT,
BOCIIOCTaBEH 3a J]a C€ CIIPEYH HEOBJIACTEH MPUCTAI A0 KOPIOpaTUBHATA MPEXa OJ1 HAABOP BO
opranuzanujaTta. TeXHUYKH, 3aIITUTHUOT SUJI € CTIeIMjalIu3upana Bep3nja Ha pyTepoT. [Tokpaj
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OCHOBHHUTE (DYHKIIMH 3a PyTHpPamke M MpaBUiIa, PyTEPOT MOXKE Ja ce€ KOHPUTypHpa 3a 1a ja
HU3BpUIA (byHKI_II/IOHaJIHOCTa Ha 3allTUTHUOT SHUA, CO IIOMOII Ha AOIIOJHUTCIHU CO(bTBepCKI/I

pecypcH.

['TaBHUOT MPHHITUIT 3aCHOBAH Ha MPABUJIOTO € JIeKa IIeJTMOT Co00pakaj o1 BHATPEe KOH HAIBOP
1 00paTHO, MOpa Jla TOMUHE HU3 3AIITUTHHOT SUJ. 3a Jia ce MOCTUTHE 0Ba, IEIMOT NPUCTa 10
JIOKaJIHATa MpEeKa Mopa MPBO GU3MUYKH Ja ce OJIOKHpa, a MPUCTANOT CaMO MPEKY 3allITUTHUOT
sun Tpeba na oune mo3sosieH. CaMo cooOpakajoT OBJIACTEH CIOPE] JOKalTHATA MOJUTHUKA 32
0e36emHOCT Tpeba a ce 103Bod Aa moMuHe. CaMHOT 3aIITUTEH SHJ MOpa Ja OHJie JTOBOJIHO
CHJICH, 3a J1a TM HampaBU CUTE HAaIaJW H3BPIICHH Bp3 HEro OecKopucHHU. Bo mpakTuvHM
UMILICMEHTAIMH, 3aIITHTHUOT SHJl OOMYHO € KOMOWHAIMja Ha GUITPU U arutukanud. Exex
TAKOB 3alITUTCH SUJI € IIPUKAKAaH Ha CJIMKATa IMoA0JIY. HOCO(bI/ICTI/IL[I/IpaHI/ITe 3allITUTHU SUAOBHU
MOXarT Ja OJOKHpaaT U3BECEH cOoOpakaj o011 HaJBOP, HO Ja UM JIO3BOJIM HA KOPUCHHUIIMTE HA
E-Yueme (Moxe 1a OMgaT CTyCHTH, HACTABHHUIIM, UTH.) 1a KOMYHHIIUPAAT CJI000THO.

HTTP
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Cnuka 1: Opranuzanyja Ha 6e30€JHOCEH SHI Oa3upaH BO e-yueHe

3HaLII/I, AOJDKHOCTA Ha CUTC aAMUHUCTPATOPU HAa CUCTEMOT € Aa UMAdT 3HACHC U BCIITUHU 3a
CIIPOBCAYBAKk€ HA 3allITUTHUOT SU/, Aa I'O KOH(l)I/Il"ypI/IpaaT 3alITUTHUOT SHUJA U J1a TU CIICAAaT U
peuiaBaat HpO6HeMI/ITe CO 3alITUTHUTEC SUOOBU.

Kpunmozpaguja

Ienta Ha TOBEpIMBOCTA € J]a c€ OCUT'ypa Jieka NH(OPMALIMUTE U MIOAATOLIUTE HE CE€ OTKPUBAAT
Ha Koe OMJI0O HEOBJIACTEHO JIMIE MU cyOjeKT. MicTo Taka, yuTaTenure Mopa Jia ce moTmnpar Ha
TOYHOCTa Ha KypcoT. ElHa o TeXHMKUTE BO OBO] acleKT € Kpunrorpadujata. Paznuunu
KpUNTOTpaCKM alaTKu M TEXHUKUM ce MOTpeOHM 3a NpuMeHa Ha 0e30eaHocTa BO
TpaHcakuuTe OasupaHn Ha uHTepHeT. I[locrojaT 1aBa BHMJAa Ha aIrOPUTMH  BO
Kpunrorpadujara:

e ANTOpUTMH Ha TaeH KIIy4
e AJNTOPUTMH CO jaBEeH KIIy4
e ANTOpUTMHU Ha TaeH KIIy4

Bo anroputmuTe co TaeH Kiyd, KIy4OT 3a KpPUNTHpame W JEKpUIILMja € HCT, TOj Oapa
UCMpakadyoT M MPUMAUOT Ja Ce JOroBOpaT 3a KIy4dyoT Mpe] KOMYHHKAlMjaTa, IjaBHATa
(GyHKIMja HA OBOj aJITOPUTAM € KpUITHpame Ha nogaTouute. [IpuMepn Ha BakBU aJrOPUTMHU
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ce Crannmapa 3a kpuntupame Ha nogatouu (DES), MefyHapoaHu alroputMu 3a KpUNITHPAKE
Ha noaarouu (IDEA) u Hanpenen crangapn 3a kpuntupame (AES).

Anzopummu co jasen Kayu

Kpunro-cucremure Ha jaBHUOT KIIyd, OJ Jpyra CTpaHa, KOPUCTAT €eH KiIyd (JaBHUOT
KITy4) 32 KPUIITUPAbE Ha IOPAKH MM TTOJATOIH M BTOP KIIy4 (TajHHOT KIIy4) 3a IEKPUITHPAHE
Ha THE MOpaku Wwin nojarouu. Tyka IJIaBHO ce KOpPHCTAaT TPY MaTeMaTHYKU MOJENIU —
dakropu3zanyja, AUCKPETHU JIOTAPUTMH U €ITUTICOBUIHA KpUBa. Pa3IMyHu arOpuT™MU CO jaBeH
kiyd ce RSA, El-Gamal, DiffieHellman. Mosxeme a T’ KOpUCTHME OBHE TEXHUKH 332 BpeMe
Ha WCOpakame Ha XapTHja 3a Tpaliaka M [PUMamke Ha JIMCTOBU CO OJTrOBOPH. 3a
aBTEHTHUKallja HA YYECHHUK, MOKEME Jja TM KOPUCTHME CJICJHUBE TEXHOJIOTUU KOPHCTEJKU
aJITOpPUTaM 32 JaBEH KIy4:

e JlururasneH MoTIuc
e Jlururanen cepTuduKat

Kpunmozpaghuja 6azupana na neeponcku mpexcu

Kpunrorpaduja OGa3supaHa Ha HEBPOHCKM MpPEXU € HOB IpHUCTall 3acCHOBAaH Ha
BemTaykl HeBpoHCKH Mpexu (AHH) 3a 6e30egHocT Ha MmomaToUTE BO EIEKTPOHCKATA
KoMyHHUKanuja. [IperctaByBa KpuUNTO-CHCTEM, KOj C€ 3acHOBa Ha OHWOJOLIKM HJIEH,
BKITYYUTEITHO U MpEXHA apXUTEKTypa, OMOJOIIKM ONEpaluy M MPOLEeC Ha ydeme. 3HayH,
CJIO’KEHOCTA Ha FeHepUpamke Ha 00€30€16HNOT KaHall € JIMHeapHa co roJeMUHaTa Ha MpeKaTa.
OBoj OWONIOIIKM MEXaHW3aM MOXKE Jla C€ KOPHUCTH 3a HM3rpaada Ha eQHUKaceH CHUCTeM 3a
KPUNTHPamke cO yrnoTpeda Ha KIIyueBU KOU € MEHYBaaT. MHOTIy € €IHOCTaBeH U Op30 MOXe
7la ce CIPOBEJIE BO CIIyd4aj HA MOXEH HallaJ BO MOMEHTOT Ha IIPEHECYBAkE HA JOKYMEHT 3a €-
yueme.

buomempucka asmenmuxkauuja

Mel'"y CUTC TCXHHUKMH 34 aBTeHTI/IKaIII/Ija KaKoO JIO3WHKHU, ITaMCTHAa KapTHU4iKa, JUT'UTAJICH IMOTIIUC
W JUTUTAlleH cepTH(UKAT, HE MOCTOU TapaHIlMja JeKa CTYJACHTUTE Ke ja dyBaaT CBojaTa
JI03WHKA BO TajHOCT. JIo3nHKaTa Moke J1a Ouje 3710ynoTpedeHa 3a BpeMe Ha MOIHECYBamkE Ha
3a/laya, MpUMamke Ha TPYAOBU, Mpe3eMame Ha MaTepujadd O KypcoT MU CJ, Kaje IITO
OumoMmeTpucKaTa aBTEHTUYHOCT O naBania morosiema Oe30emnoct. Ho, 3a oBa Tpeba manky
MOBEKE UHBECTHIIHH.
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3akiay4ox

3a ycrnemHo (yHKIMOHUPAakEe HAa COBPEMEHOTO OIIITECTBO U CIEACHE¢ Ha TPEHIOBUTE Ha
1ma3apoT Beke He Ce JOBOJIHM TPAJAUIMOHAIHU METOIM Ha OOpa3oBaHHE, TYKy Beke HMa
notpeda ol HOBU (OpPMHU Ha CTEKHYBame co 3Haewe. Co oreq Ha MOCTOJaHHOT pa3Boj Ha
TEXHOJIOTHjaTa BO JICHEUIHO Bpeme, morpedara 3a BHCOKOOOpa3zoBaHa pabOTHa cuia € ce
norosieMa. Ilocrojanoro 3abp3yBame Ha TEMIIOTO Ha KMBOT HE HAaCOYYBa KOH BUPTYEIHHOT
CBET U KOMIIJYT€pPOT CTaHyBa JeJ OJ HAIIMOT CEKOjIHEBEH KUBOT. BajkHa KapaKTEepUCTHKA HA
yuemwe 0 JajeunHa e ynorpeda Ha nHpopMalmcka 1 KOMYHUKAIMCKa TEXHOJIOTH]a U O IeH
Ha JIEH ce MOBEKe BIMjae Ha KUBOTOT Ha MOEJUHEIOT, HO U Ha IEJIOTO OMIITECTBO U HA TOj
HA4YMH U HA HUBHUOT 00pa3oBeH MpoIiec.

Pa3BojoT Ha cucremure 3a e-yueme Tpeda Ja ce HampaBU CO KOPUCTEHE HAa METyYHApOIHO
MPU3HATH METOIU M CTaHmapau 3a 6e30emanoct. CucremMoT Tpeba ma cupoBene 6e30eHOCH!
MEXaHH3MH KaKo IITO C€ aBTEHTHKAIU]a, KPUTITUPAE, KOHTPOJIA Ha TIPUCTAI, YIIPABYBAHE CO
KOPUCHUIIM U HUBHH J103BOJH. be30Oeanara miatgopma 3a yueme Tpeda Ja ' BKIYYH CHUTE
acTmieKTH Ha Oe30eqHOCTa W Ja TH HAIpaBH IOBEKETO NPOIECH IOTPAHCIAPEHTHU 3a
HACTaBHUKOT U YYCHHKOT.

Ilopanu mocrojaHo 3a0p3yBambe Ha TEMIIOTO HA KHUBOT, KOj OJM 3a€QHO CO TEXHOJOIMjara,
YUEHETO Ha JaJICUnHa Ce II0BEKE CTAHYyBa HEONIXOJHOCT Ha JECHEIIHOTO ONIUTECTBO. Y YEHETO
O]l JlaJieunHa CTaHyBa IPENO3HATIMBO KaKO MHOTY Ba)XK€H M MOKEH HAuMH 3a YCHEIIHO
yIIPaByBambEe CO COBPEMEHOTO OMIITECTBO MIUPYM CBETOT, BKIIyYHTEIIHO U Kaj Hac.
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Abstract

E-learning is becoming an increasingly common form of teaching process. It is most often used in holding
courses, seminars, conferences, and similar lectures, but it can also be effectively implemented for the teaching
process in high schools and colleges. The increase in demand for tools that would enable this process also raises
the development of concepts and practical solutions to these problems. A number of tools and services are
available for the practical realization of e-learning. An important aspect of these solutions is data security and
privacy. Implementation approaches and policies are individual to the providers of such services. But not
completely. However, they are also subject to legal regulations. Within the European Union, the GDPR (General
Data Protection Regulation) privacy policy is in force, which obliges private companies to have an ethical attitude
towards the user data they own. In essence, this regulation calls for transparency. In that sense, the company
must clearly state what type of user data it has, how it collects it, how it protects its privacy and for what purpose
it uses it. The user must be notified of this in a timely manner and give his consent. Additionally, if the user
requests a report at any time and for any reason for the data that the company has about him, the company is
obliged to submit it. If the company does not offer such transparency to customers in the European Union, it may
be subject to legal sanctions. Because online services generally operate worldwide, these privacy policies are
widely accepted, and because of the good ethical practice they imply, some companies implement them for users
around the world.

This paper will analyze 4 potential e-learning software solutions: ZOOM, Microsoft Teams,
BigBlueButton and BlueJeans. An overview of their general functionalities, policies and functionalities within the
security, policies, and functionalities within the protection of user data privacy, as well as the GDPR compliance
of each of these platforms will be given.

Keywords: cyber security, e-learning, videoconference, GDRP compliance

Bosen

EnexTpoHCKOTO yueme cTaHyBa ce modecta popMa Ha HacTaBeH npouec. OBoj mporec
Y UMIUIEMEHTAIlMja 3HAaYUTeTHO ce 3rojemu co Covidl9 manpemujara, mpu mro o Mapt 2020
TOIMHA, CKOPO CHTE 0Opa30BHH WHCTUTYIIMHU BO CBETOT HAa CBOj COTICTBEH HAYMH ITPEeMHHAa Ha
€JIEKTPOHCKO yuewe. OBOj MPEeMHMH OTKPU MHOIITBO Ha MpOOJEMH Kako cilaba MHTEpHET
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KOHEKIMja, 6e30eJHOCHN NpoOIeMu’, TMMHTHPAHN TEJArolIKH PEeCypCH M TMO3HABama Ha

METOJOJIOTHH U HpO6HeMI/I CO BUACO CTPUMUHT TeXHOJIOFI/IjaTa.

Enen 3HauaeH acmekT Ha oOBHE pemieHHja ¢ Oe30eqHOCTa W NPUBATHOCTA HA
[OJIATOIIUTE, UMAjKH BO IPEIBHI JcKa yrorpebara Ha MHTEPHETOT 3a Bpeme Ha Covidl9
TIaH/IEMHU]aTa € 3ToNieMeH 3a npeky 70%> 1 6e36e1HOCHHUTE PU3HIIU TOCTOjaHO Ce 3r0JIEMYBaar,
a TOCEOHO JENOT 3allTUTa W TPUBATHOCT HA JIMYHHUTE MOJATOIM W IOYUTYBamke Ha
CTaHJApJUTE TIOBP3aHU CO 3AINTHTA M NPHBATHOCT HA JMYHM mojaTtonu.? Bo nureparypata
MOXE Jla C€ HajIaT HEKOJKY O0jaBeHH TPYyIOBH 3a 0Oe30eqHOCTa Ha TOJATOIUTE Ha
CIIEKTPOHCKO YY€H€ KOM C€ TOTIHpaaT Ha OKOJIHOCTH KaJe YYECTBOTO BO €-yUCHe €
OIIIMOHAIHO U ce Je(PUHUPAHN CUCTEMATCKU MEPKH 32 Jla c€ M30erHaT PU3HMIIUTE CO ITO OU
Cce 3aITUTHIIE IMYHUTE MOJaTOIH.>

Ynorpebara Ha cranmapau kako mrto ¢ GDPR kaj mardgopmure 3a €1eKTPOHCKO
YUY€ € HEMITO MITO BO MOCJICTHUTE TOJJUHU IMOCTOjaHO CE MMILIEMEHTHPA HO CEYIITE IO HeMa
MOCTUTHATO TIOCAKyBAaHOTO HHMBO M CEYIITE MMa MPOOJIEMHU CO KpaJCHE Ha KPEICHIIM]jaIH,
JIUYHHU MTOAATOIY ¥ HETIOYUTYBakE HA CTAHAAPANTE OJ] CTpaHA HA KOMIAHUUTE KOW TM UMaaT
KPEHPAHO COJYIIMHTE 32 SICKTPOHCKO yUCHE.

[Tpu mocraByBameTo Ha IuiarGopMa 3a e-ydemwe, 0e30eJHOCTa € KIYYCH acIleKT O]
cucteMoT. iMriieMeHnTanujara Ha 6e30€THOCHH MEXaHU3MH MOJKE JIa CE peallu3upa Ha MOBEKe
HUBOA.

3amTuTa Ha caMaTa IIaTGopma 3a e-yueme — IOCTaByBamkhe Ha COOJABETHHU YJIOTH U
MIEPMHUCHH 32 CEKOj KOj OM ydecTBYyBaJl BO HACTABHHUOT IPOIIEC.

1. BuaeokoH(epeHIMCKH PEelIeHH]a 3a eNEKTPOHCKOTO YUCHe

1.1. Zoom mnatdopma

Bo cymrruna, ZOOM muatdopma e HaMeHeTa 32 KOMYHHKAIHja, HO KaKo IITO Ce MOKaXa
UCTaTa € ¥ BaXKHA ajlaTKa 3a eJIEKTPOHCKO yuerwme. HajaxkHaTa kapakTepuctrka Ha ZOOM Ou
OuIa Toa MITO € MHOTY €THOCTaBHA U JIECHA 3a KopucTewe. Ha modyetokot Ha 2020 kora royiem
JIeJT 0J1 KOMIIAaHUUTE U JaBHUTE HHCTUTYLIMU Oea MpuMopaHu Aa paboTar oa goma, ZOOM Oerie
€IeH OJ1 HaJYeCTUTe U300pH 3a OCTBApyBame paboTa oj JoMa U OHJIAJH YacoBH. Ho Toa miTo
iargopmara 1004 TOJIKY MHOTY BHUMaHUE UMallle U JIOIIA CTpaHa: CTaHa LeJl Ha XaKepHu, U
co Mecely Oelle U310KeHa Ha rojieM 0poj Ha 0e30€JTHOCHU IPOIYCTH.

Ho u nokpaj ckanganor, ZOOM ocTaHa eiHa 0] HaJKOPUCTEHHUTE IUIaTGOPMH 3a BUIEO
KOoH(pepeH1uja.

11.Pandey, Neena, and Abhipsa Pal. "Impact of digital surge during Covid-19 pandemic: A viewpoint on research
and practice." International journal of information management 55 2020, 102171.

2.Baeva, Liudmila V. "The “Black Swan” of COVID-19 and the Security Issues in Digital Learning." Galactica
Media: Journal of Media Studies 3.2, 2021, pp 110-140.
2.De Oliveira Dias, Murillo, R. D. O. A. Lopes, and Andre Correia Teles. "Will virtual replace classroom teaching?
Lessons from virtual classes via zoom in the times of COVID-19." Journal of Advances in Education and Philosophy
4.05, 2020, pp 208-213.
3 Beech, M. (2020). COVID-19 pushes up internet use 70% and streaming more than 12%, first figures reveal.
www. forbe s. com/sites/isabe Itogo h/2020/04/24/unite d-just-order ed-fligh t-atten dants-towear-masks-
heres-why-passe fingers-could-be-next.
45, Cviti¢, Ivan, et al. "Methodology for Detecting Cyber Intrusions in e-Learning Systems during COVID-19
Pandemic." Mobile networks and applications, 2021, pp 1-12.

6. Chigada, Joel, and Rujeko Madzinga. "Cyberattacks and threats during COVID-19: A systematic literature
review." South African Journal of Information Management 23.1, 2021, pp 1-11.
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Implementation in the middle school using failure modes and effects analysis (FMEA),” Semin. Nas. Teknol. Inf.

Komun. Dan Ind., vol. 0, no. 0, Art. no. 0, May 2017.



[TonmuTnku 3a 6€30€1HOCT:

o Enkpumnuuja Ha mogaTOM BO TPaH3MUT U MacuBHU noaarouu co AES 256 GCM
aIITOpHUTaM;

o KonTposna Bp3 pyTH 3a MpeHOC Ha MOAATOIH — KOPUCHUIIMTE MOXKAT Ja 0J10epaT KOu
MOJIATOYHH IICHTPH J]a TH KOPHUCTAT;

e 3amTHTa HAa COCTAHOLIUTE CO LIEJ J]a C€ CIIPEUH BJI€3 U NPUCIYIIKYBamkhEe 0]l CTpaHa Ha
TPETH JINIA:
o 11 nudpenn yHUKaTHU UACHTU(PHUKATOPU 32 COCTAHOK;
o KomruiekcHu J103UHKY;
o HMMruieMaHTanuja Ha YeKaJIHU CO MOKHOCT aBTOMATCKO MPOMYIITAKE CaMO Ha

pPETUCTPUPAHU KOPHCHUIM UM KOPUCHUIIH OJ1 CTICHU(DUIHN €Manyl IOMEHH,

0 3akiIydyBame Ha COCTAHOKOT U CIIPEUyBam¢ Ha BIIE3.

e AyaMo CHUMKH CO €JIEKTPOHCKH MOTIHC KOj TIOKaXyBa K0j ja CHUMMUI conpkuHata. Co
OBa, JIOKOJIKY CHUMKaTa € CIojielieHa 0e3 COOJIBETHA J03BOJIa, MOXKE Jla Ce Hajlie KOj ja
CTIOZCIIHIT;

e JIOKOJIKY HEKOj O] PUCYTHHUTE TO CIMKA €KPAaHOT Ha KOj € CIOJIelIeHa HeKaKBa
COJPXKHMHA, aJipecaTa Ha TOj KOPUCHHK TUPEKHO Ce JI0/IaBa Ha CIIMKATa,

e Enkpuriyja Ha JIOKQJIHU CHUMKH U 3a4yBYBam¢ Ha CHUMKH Ha CEpBEp

o CHuMKUTE MOXE J1a OMJaT EHKPUIITUPAHH, 3aIITHTEHHN CO JIO3MHKA U JIOCTAITHU
camo 3a OJIpE/ICHU JIOMCHH;

o HWHunumjanHo Moske aa OUaaT JOCTaITHU caMO Ha OPraHU3aTOPOT HAa COCTAHOKOT U
aJIMAHUCTPATOPOT KOU MOXKE JIa YIIPpaByBaaT coO Toa KOj UMa MPHUCTAI JI0 HUB U
KaKOB TPUCTAIl: CIYIITAkE, KOMUPAE, CIIOCITYBakhEe, YNTAhE UTH

o Jlokonky ce 0BO3MOKHM pa3MeHa Ha JOKYMEHTH BO TEKOT Ha COCTAHOKOT, THE MOXKe
Ja OMIaT eHKPUNTHPAHU U COYYBAaHM HA cepBep 10 31 JeH 01 COCTaHOKOT.

- IlonuTHKu 3a NIPUBATHOCT:

e Hewma npodurtupame o KOpucHUYKY nogaronu. Humro ox nogarouute He ce mpojaaBa
Ha TPETH JINLA.

e Hema MOHUTOPHHI Ha COCTaHOLM. ENMHCTBEH MpHUCTal 10 COCTAaHOLM MMAaaT JOKOJIKY
OpPraHM3aTOPOT Ha COCTAHOKOT EKCIUIMLUTHO Mobapa cHuUMame Ha HcTHOT. Kora
KOPHUCHUIIUTE BJIETyBaaT Ha TaKOB COCTaHOK, THE JOOMBAaaT H3BECTYBameE JIEKa
COCTAHOKOT C€ CHMMAa M CaMHMTE MOJKE J1a OJJy4yaT Jlajdu Ke MPUCYCTBYyBaaT Ha UCTUOT
WIH He,;

e  Opranu3aTopOoT MOKE Ja OJITyYd JJajll CHUMKATa O]l COCTAHOKOT K€ ja 3auyBa JIOKAITHO
WM Ha Z0oOom cepBep M MOXKeE J1a OJPEIH KOMY M KOJIKY K€ My OHJie Taa CHUMKa JIOCTAIlHa;

e Zoom npubupa KOPUCHUYKHU MOJATOLH 32 LIEUTE 3a PYHKIIMOHUPAKE HA YCIYTUTE U 32
HUBHO Tojo0pyBame. [Ipumep, ce 3ema IP agpecara Ha KOpPHUCHUKOT M JeTaiH 3a
ONEpaTUBHUOT CUCTEM,;

e Ilomarorute 01 KOPUCHUIIUTE HE C€ KOPUCTAT 32 MApKETUHILKU LIEJIM U HE ce codupaar
TaKBM TOJATOLM IpPH MOCeTa Ha ZOoom.us WIM zoom.com cTpaHata. Ha Tue crpanu
JIOTIOJTHUTETHO UMa MOJINTHKA 32 KOPUCTEHE Ha KOJIaulHha KOM KOPUCHUKOT MOYKE Jla TH
UCKITyYH,

e Orcrpanera € ommMjata co KOja OpPraHU3aTOPOT MOXKEIe Ja CIeAM Jald HEKOj O
MPUCYTHUTE pabOTH U HEUITO APYTO 3a BpeMe Ha COCTAHOKOT;

e IlpoBepka Ha BHJEO: IpeJ] KOPHUCHUKOT Jia C€ BKIYYM CO KaMepa, MOXKe IpBO Ja ja
MIPOBEPH CIMKATa U Ja HAMECTH IMO3aJ1Ha MpeJl LeJ0TO Toa J1a Ouje BUUIMBO 33 CUTE
MIPUCYTHH,

+  ABTEHTHKaIWja MpeKy MoBeke aBTEHTHUKAIMCKH TIPOBAjAEPH. °

6 Wagenseil, Paul. "Zoom security issues: Here's everything that's gone wrong (so far)." Toms guide, 2020, pp 1-
3.
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Ceprudukarty 3a MpUBaTHOCT U 0€30€THOCT

e SOC 2 (Type II);

e FedRAMP (Moderate);

e GDPR, CCPA, COPPA, FERPA u HIPAA cornacuoct (co BAA);

e Privacy Shield Certified (EU/US, Swiss/US, Data Privacy Practices);

e TrustArc Certified Privacy Practices and Statements ;

e UK National Cyber Security Centre's (NCSC) cloud security principles.
Zoom e GDPR ceprudunupana nardpopma, mTO 3HAYM J€Ka TW UCIOJHYBA YCIOBUTE 3a
MIPUBATHOCT Ha €BpOIICKaTa yYHH]a.
CepBucute kou Zoom I'l HyIM HEMaaT HUKAKBU Tpakepu WM Kojauuma. lloaurukara 3a
KOPUCTEHE HAa KOJIAaYMBa CE€ OAHECYBAa CaMO 3a HUBHUTE BeO CTpaHUIU: ZOOM.US U zoom.com.
[TomaromniTe of OBME KOJA4WEba C€ KOPUCTAT 3a MAPKETHHIIKH IIEIM U TOa 3a MoJ00po
pazOupame Ha MOTPEOUTE U MHTEPECUTE Ha KOPUCHUIIUTE, 3a JIOCTABYBaHkE MOPEICBAHTHHU
MOHYIM, KaKO U 3a eBaJlyalldja Ha YCIIEUTHOCTAa Ha KammnamuTe. OBUE KOJIauniba MOXE J1a ce
oHecroco0aT npeky npedapyBadoT. Tunot Ha uHpopmanuu Kou ce cobupaat ce IP anpeca,
pUOIMKHA JIOKAIMja, OTIEPATUBEH CUCTEM, CIICACHE Ha KIIMKOBU U IOCETCHU CTPAHHIIH.

1.2. Microsoft teams

[Tnardopma 3a komyHukauja ox Microsoft. beme koncTpynpana aa ro 3amenn Skype for
Business U nga ru 3ag0BoiM TMOTpeOMTe 3a OM3HHUC KOMYHHKANHWja, M TOa COCTAHOIIH,
konabopanmja [Tnarpopmara € KOHTHHYHpPAHO OAP)KYBaHA IITO 3HAYM JEKa MOA0OpyBama U
HOBU (D)YHKI[MOHAIHOCTH PEIOBHO CE€ IOCTABYyBaaT Ha KOPHCHHUIIHTE.

OHa mITo Bpeay Ja ce CIIOMHE BO OJHOC Ha Teams e jJeKka MMa MHTErpaluja co ariuKaluu.
Microsoft nma 06e30eeHO MHTETpaIja co arIMKaIlMd KOU C€ BO HUBHA COTICTBEHOCT, KaKO
wto ce OneNote, Planner, Office u npyru. Ho mocTou u oTBOpeH ma3ap 3a aruiiKaluH, [ITo
3HAYM JIeKa CEKOj OM MOJKeN Jia Hamuie eKcTeH3uja Ha Teams u jaa ja 00jaBH 3a IMIMpPOKa
ynorpeba, OecruiaTHo M co Harvtata. Ha crpanarta Ha Teams ce JOCTarmHU pecypcy HAMEHETH
3a TIporpaMepy KoM COAp)KaT yraTcTBa Kako Jia ce Hamume arummkandja 3a Teams. Co oBa
iaTgopMaTa BeKe HE MOXKE Ja Ce TPETHpa KaKo eIHOCTaBHA alUIMKaIMja 32 KOMYHHKaIUja
WJTH COIIMjajiHa anaTka.’

- Ilonutuku 3a 0e30emHOCT

o Teams 06e30eayBa two-factor aBTeHTHKaIM]a, single sign-on nipeky Active Directory Ha
HUBO Ha OpraHu3aiyja.

e [lomaromuTre ce EeHKPUNTUPAHU M BO TPAH3UT U BO MUPYBAHbE.

e Jlokymentute ce uyBaaT Ha SharePoint kame mTo 06e30eqHOCTa € HAa TOBap Ha Taa
1atgopma, OTHOCTHO EHKPHITLIMjaTa Ha UCTUTE € BO ckion Ha SharePoint.

e benemxkute ce yyBaaT Ha OneNote 1 HUBHaTa 6€30€HOCT € BO CKJION Ha MpaBuiaTa 3a
6e36enHoCcT Ha OneNote.

7 Illag, Balu N. "Microsoft Teams Overview." Understanding Microsoft Teams Administration. Apress, Berkeley,

CA, 2020. 1-36.
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Cauxka 1: Komynukanuja nomery Teams u Exchange 3a pazmeHa Ha TOKYMEHTH 32 BpeMe Ha
COCTAHOK
UzBop: Odunumjanaa crpana Ha MukpocopT
- ITlomutHkuy 3a TpUBATHOCT
e  Omnmuu 3a COCTaHOLIM — OPTaHMU3aTOPOT Ha COCTAHOKOT MOJKE /1a OJUTY4H KOj Ke BIie3e
Ha COCTAaHOKOT a KOj K€ MOXeE Jla OCTaHe Ha YeKame BO YeKallHa.

e  VYIIOTH BO CKJIOI Ha COCTAHOK — YYECHHUIIUTE HA COCTAHOKOT MOXKE Jia 10OHjaT CBOU
YIIOTH, KaKO MPE3EHTEP WK CIIYIIATEN, CO IITO CE KOHTPOJIHUPA KOj MOXKE a CIOJIeITyBa
COJIP’)KMHU 32 BpEM€E Ha COCTAaHOKOT.

e  CoryiacHOCT 3a CHUMam€ — 3a BpeMe Ha COCTaHOKOT JIOKOJIKY HEKOj 'O CHUMa UCTHOT,
CHUTE IPUCYTHH 0OMBaaT HOTU(UKaIMja 32 0Ba. JlONOJTHUTEITHO, OPTaHU3aTOPOT MOXKE
Jla OJUIy4H KO O[] IIPUCYTHUTE CMeAT a KOM HE CMeaT J10 IO CHUMAaT COCTaHOKOT.

o CHOI[CJ'IYBaI-LG Ha CHUMKaTa o4 COCTAHOKOT — CHUMCHATa COJAPKUHA 110 IPUHIMII €
AOCTAaIlHa 3a MPUCYTHUTEC U MTOKAHCTUTC HAa COCTAHOKOT, HO aAMUHUCTPATOPOT MOKE J1a
' IPOMCHU OBHUC IIpaBa.

e  Mogepupame 1 KOHTPOJIa Ha KaHAl — COTICTBEHUITUTE HA KaHAJIOT MOXE Jia TH
MOJEpUpaAAT CIOJIEIECHUTE COAPKUHU, TaKa IITO CE OBO3MOXKYBa CaMO JI03BOJICHU
COJIPKUHU Ja OUJaT JOCTAIHA BO KaHAJIOT.

o Teams He ru KOPUCTU KOPUCHUYKHUTE MMOAATOLM 3a 1OCTaBa HAa PCKIIaAMU.

e  [lo mpuHIHI, MOATOLMTE CE 3AIITUTEHU U HE C€ JO3BOJYBA LIEJIOCEH MPUCTAl HUTY Ha
BJIAJIUHU Oapama.

e  Jl03BOJIEH € MPHUCTAII IO COTICTBEHHUTE MOJATOIM BO OMJI0 KOE BpeMe U 0] OUJIo Koja
MpUYKHA.

° PenoBHu u3BelnITau 3a TPAHCIIAPpECHTHOCT BO KOU CTOU HA KOU TPCTU CTPAHU ouie
AOCTAaBCHHU ITOAATOLM, U KOU IMOAATOLHU CC BO Ipallamkbe.

e be30enen mpucran 3a rocTH — 103BOJIEH NIPUCTAIl HA KOPUCHUIIMA HA/IBOP O]
opraHu3anyjara, Ho Moj KOHTPOJUPAH MPHUCTAIl 10 OPraHU3aLUCKUA JOKYMEHTH U
JPYTU CONPKUHH.

- GDPR cormacuoct
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Teams wucnomnyBa mpeky 90 monuTuku Ha O0€30€AHOCT W CHUTYPHOCT Off 3€MjU M
opranu3zauu o nenuotT ceeT. General Data Protection Regulations — e eqna ot Tue. GDPR ne
€ aIuTMIpaH caMmo 3a KopucHunmte o1 EBpona Tyky 3a nenuor cBet. Bo Taa cmucina, Microsoft
HE T'M JOCTaByBa KOPHCHUYKHTE IOAATOLM HAa TPETH JIMIA 3a Npoduiampame, MapKeTHH,
peKiIaMu, Mpojjak0a WK Apyru nenu. He um ce momara Ha BIIaJIMHU Tejla MPEKy OTBapame Ha
CKpPHUEHU BpaTH, AOCTaBa HA KIyYEBH 3a EHKPHIILIMja WIM OMIIO KaKBa MOMOII 32 PyIICHE Ha
SHKPUIIIIHja.

[Topatonute koum Microsoft ru coOupa 3a KOPHCHHKOT ce 3aBHCAT OJ KOHTEKCTOT Ha
CEpPBUCOT M KOPHUCHHUKOT MOXKE J]a HETO3BOJIM Ja c€ coOMpaar BO CEKOj MOMEHT. J[OKOIKy
CEPBUCOT WJIU JICTAJTHUOT JJOTOBOP 3aBHCH HEMOCPEIHO O] THE ITOJIATOLH, IOTOBOPOT HEMa Jia
Ouje CKIy4eH WK CEPBUCOT HEMa Ja OuJie 1ocTareH 3a T0j KOPUCHUK.

[Tomaronute Kou ce coOupaaT ce KOPUCTAT 3a TAPTeTUPAH MAPKETHHT, IEPCOHATM3AIH]a Ha
MPOAYKTHUTE U TPENOpaKH, HaArpaada u mogoopyBame Ha MOCTOCYKUTE MPOJYKTH U CEPBHUCH,
KaKo M KOpPUCHUYKA MOJPIIKA. AHAaTU3aTa Ha MOAATOIUTEe MOXe Ja Ouje aBToMaTH3MpaHa
MIPEKY CEPBUCH CO BEIITaYKa MHTEIMTCHULIN]a HITH PAvHO.

Microsoft xopuctn konmaumma M beacons 3a cleJelme Ha aKTHBHOCTa HAa KOPHCHHKOT.
JlocTanHu ce moBeke pa3InYHu MEXaHH3MH CO KOM KOPHCHUKOT MOJKE J1a ja 3arpe ynorpedara
Ha OBHE.

bunejkn Teams He e caMo amIMKanyja 3a KOMyHHKAIMja, OCBEH ILITO CAMHUTE THE CE
cornaciu co GDPR umaaT nocra gokymeHTanuja, 4eK-JIUCTH, BOJAUYM U AJATKU CO KOM UM
romaraaT Ha cBouTe Ou3HMC KiaueHTH aa octBapaT GDPR coriacHocT BO ckiion Ha HUBHaTa
KOMITaHHja, OAHOCHO CIIpeMa HUBHHUTE KIHEHTH.®

3a 3amTuTa Ha KOPHUCHHULIUTC Teams JOIOJHHUTCIHO KOPUCTHU MOKHOCTH 3a.

o Communication Compliance — ananu3a Ha KOMYHHKalWjaTa Koja CE€ OJBHMBa BO
pamkuTe Ha Teams co Toa mTO Ke ce Oapa COTIACHOCT CO IMOCTaBeHATa MOJHca 3a
OJIHECYBame, BO CMHCJIAa Ha ymorpeba Ha BYJIrapHH WM HaBpeUIMBUH 300pOBH,
qyCTBUTEITHH HH(POPMAIIMU U CIIUIHO.

» Retention Policies — monuTuku 3a 3auyByBame U Opulliekhe Ha moaaToru. CoapKuHUTE
KOHM HE Ce pEJICBAaHTHH 3a OpraHHM3aldjaTa MOXe Ja Ce MapKupaaT 3a OTCTPaHYyBambE,
JI0/IeKa OHU BYKHUTE MOXE JIa CE UyBaar IMOJI0JITO BpeMe.

* DLP (Data Loss Prevention) — cicteMoT 3a 3amTuta 01 HeHaMEPHO I'yOehe MOIaTOIH
koj e ummuieMentupas 3a Office 365 e nocramnen u 3a Teams.

« eDiscovery u Advanced eDiscovery — cuctem 3a mpebapyBambe Ha COIP’KUHU BO CITy4aj
Ha CYJICKH CIIOp WJIM OWJIO KakBa motpeda o1 TOKYMEHTH, U3BEIITau U aHamu3u. Mcro
Taka W ajaTka Koja OBO3MOXKYBa KIHMEHTCKara KommaHuja pa mocturHe GDPR
cormacHocT. Hampennara BapujaHTa OBO3MOIIYBA aHaM3a HAa HECTPYKTYHpPAHH
MOJIATOLY M aHAJIM3a Ha PEJIEBAHTHOCT CO MAIINHCKO yUCHeE.

« Legal Hold — mapkupame Ha mogaromnu Kou Tpeba j1a ocTaHaT HEMPOMEHETH BO CTydaj
Ha CYJICKH CIIOD.

1.3. Bigbluebutton

Oga e maTdopma 3a KOMyHHKaIIMja KOja BO MPEJIEH IIJIaH UMa Jia TH 33JI0BOJIA ITOTpeOuTe
Ha CTY/ICHTUTE U TIpodecopuTe, a *MaaT HHKOPIOPUPAHO (HYHKITMOHATTHOCTH 32 CIIOJICITYBAE
Ha ayJuo, MPEe3eHTAIMH, BHICO M €KpaH, 9YaT MOKHOCT 3a riacama (Poll) u ci cepsucu. Ona
IITO € MOCeOHO YA0O0HO € IMTO UMa 3aeTHUYKH JIOCTarHa Oerna Tabia Ha Koja BO PeaiHoO BpeMe

8 Kyncl, Libor, et al. "Personal Data Processing In The Academic Conditions Using The Modern Instruments Of
Group Electronic Communication." European Scientific Conference of Doctoral Students. 2020.



MOXE J]a TUIITYBaaT MPEe3eHTEPHUTE WK Tpymna of MPUCYTHHUTE. 3a TUMCKa paboTa (paboTta BO
IpyIn) MOCTOM MOKHOCTA 3a breakout rooms.

bunejku oBa e ammkanMja YWja HamMeHa € online Y4YMIHHMIA, TTOBEKETO
(hYHKIIMOHAJTHOCTUTE CE OPHUEHTHPAHU OKOJIy OpraHu3atopor (mpe3eHtepor). Toj ja mMma
IIEJIOCHATa KOHTPOJIA BP3 IIPUCTAIIOT Ha YUYECHHUIIUTE, MOXKE J]a UM JI0/IaBa, OJ13eMa IpaBa, 1a T
KOHTPOJIMPa HUBHUTE MHITYTH BO CMHUCJIA HA ayJHO0, BUICO, IIITO THE TJIENaaT, MUITyBakhe Ha
Taba, J03BOJIM 33 IPE3EHTHPAHE U CIIMYHO.

BigBlueButton e open source mnatdopma. Toa 3Haun neka Moke OMIIO KOj Ja TO MOJUTHE
BBB cepBepot. HeraruBhara crpana e mTo 3a oCTaByBambEe Ha CEPBEPOT € MOTPEOHO MalIHA
co Ubuntu u styfe mto 3Haat Kako Jia ro oJIp>KyBaat UCTHOT. AJITepHATHBATA € Ja C€ KOPUCTHU
npeK}; €/ICH O] IPOBAjICPUTE KOM 'O XOCTUPAAT Kaj HUB ¥ 'O HYJAT KaKO CEPBUC IO Pa3INIHH
[ICHH.

- Ilomuruku 3a 0e30emHOCT

Armmkarjata € jgoctanHa npeky Bed mpebapysad. [lomarommre ce mocTaByBaar MpeKy
o0e30enena konekuuja (TLS), mro 3Haun Aexa MoAgaTonuTe BO TPAH3UTE C€ CHKPUIITHPAHHU.
CrpumoBwuTe 0] ToaTorm ce mymTaar Bo Bug Ha RTP (real time protocol packets) mpexky UDP
co Datagram Transport Layer Security (DTLS), noneka menua maketure ce rmpakaat co Secure
Real-Time Protocol (SRTP).

bunejku BBB e camo cepBep, 0e30enHocTa Ha MOAATOLMTE BO MUPYBAmbe M 3aIITHTA HA
cepBepcKara MallliHa 3aBUCH OJ] XOCTUHT IIPOBajAepOT.

[Tonutuku 3a npuBatHocT. Bo BBB Moke n1a ce mocraBu Ko 3a IpucTall 10 yYUJIHUIATA WU
oJIKca 3a 0JI00pyBame Ha YUCHHUIIUTE MPE Ja BiIe3aT O] CTpaHa Ha MOJEPaTOpoOT.

YyBameTo Ha CHUMKHTE, Kelll (hajII0BHUTE, IOTOBUTE U PYTH ITOAATOIH € Ha XOCTUHT CEPBEPOT.
XOCTHHT TIPOBAjAEPOT € OJTOBOPEH 32 MPUBATHOCTA M 0€30eIHOCTa Ha OBHE TIOJATOIIH.

GDPR cormacHoct, XocTtuHr mpoBajaepor ¢ 3amopkeH 3a GDPR  cormacHocra Ha
BigBlueButton koj ro myau. Ce mto BBB Moxxe a HanpaBu Bo oBaa cMuciia € 1a o0e36e1u
Hayena W MOMOII OKOJNy HMICHTH(UKAIMja Ha MOJATOIUTE, TUIOT Ha IOJATOLUTE KO Ce
cobupaar, a kou 6u Ouie o untepec 3a GDPR, u kage ucture ce yyBaar. AJMUHUCTPATOPUTE
MOJKe JTa HaMeCTaT JIOKallHja Ha YyBarbe Ha JJOTOBH, KEIll TOKYMEHTH, CHUMKH M TTPE3CHTAIHH,
U CaMUTe ce OJrOBOPHM 3a TOa KOJIKY BpeMe M Kako Ke I yyBaaT uctute. CoriacHocra co
MOJIMTHKATA HAa IPUBATHOCT Tpeba fa Oume 06e30eaeHa oa GpoHT eHoT, kaze mto GreenLight
ce ylITe He MOAJApKyBa TakoB nujaior. Camara MOTUTHKA HA MPHUBATHOCT Tpeba ma Oume
n3paboTeHa u GopMyiHpaHa of CTpaHa Ha XOCTUHT MTPOBAjACPOT.

1.4. BlueJeans

OBa e munarpopma 3a KOMYyHMKallMja KoOja JaBa IOCeOHO 3HAa4YeHUE Ha
uHTeporepadmiHocTa. Toa 3Ha4YM J1eKka aKIEHT CTaBa Ha KOMITATHOWIHOCT CO BapHETET O
ypenu, o1 KOMI[jyTepr U MOOWJIHM YpeAH /10 KOMIUIEKCHU KaHLENapUCKH KOH(EepeHLNCKU
CHCTEMH.

9 Kumar, Krishan, et al. "An analysis of Big Blue Button remote teaching tool in an Information Systems
undergraduate course." (2021).
10 Bloom, N., Davis, S. J., & Zhestkova, Y. (2021, May). Covid-19 shifted patent applications toward technologies

that support working from home. In AEA Papers and Proceedings (Vol. 111, pp. 263-66).



HNurepecna amatka ¢ Meeting Highlight xage moke ma ce gomaBaar 3abenenmiku 3a
COCTaHOKOT KO C€ TIOBP3aHH CO BPEMEHCKA JIMHUja O] CHUMKATa OJ] COCTAHOKOT. Taka Moxe
JIECHO JIa Cce IperJieiaaT caMo HajOUTHUTE MOMEHTH O/ IIeJIaTa CHUMKA.

- Ilomutuku 3a 0e30emHOCT
e CeKoj COCTaHOK MMa KITy4 0J1 paHJOMHU3UpaHu 9 mudpu;
e Bropo HuBO Ha 0e30e1HOCT MOXe J]a € OBO3MOXKYBaHhE Ha JIO3UHKA 3a CEKOj 071
MOKaHETUTE YUYECHHIIN;
e  CoCTaHOKOT MOXe€ J]a c€ 3aKJIy4H, CO IITO C€ OHEBO3MOXYBA BJI€3 Ha JIONOJIHUTEIIHU
YUECHHUIIN;
e  VYdecHHIMTE MOXE J]a C€ UCKIIyyaT 0/l COCTAHOKOT OJ1 CTpaHa Ha MOZAEpaTopoT;
e Buzeo cocranonure ce eHKPUITUPAHY;
e Hotudukamnuu 3a HEyCHeIIHA HajaBa,;
e JIBo(aKkTOpCKa aBTEHTHKAIIH]a;
e ABropwu3anuja 6a3upaHa Ha yJIOTH.
- IlonuTHky 32 IPUBATHOCT
KopucHuukuTte nojaronu Kou ce nmpudupaar Moxke Ja J0jaaT JUPEKTHO O KOPUCHUKOT
ounejku TOj Wim ¢upmara 3a Koja paboTm rm KopuctaT cepBucure on Blueleans, wim
copabotygaar co BlueJeans 3a na nonynat cepsucu. Mcro Taka ce npubupaar noJaTolu U of
TPETH U3BOPH MOPATH UCTUTE PUIHHHU.

Hcro Taka, ce KOpUCTAT M KOJauyuiba 32 COOMparbe MOIaTOIH, HO KOPUCHUKOT MOXKE Ja TH
UCKITy4YH TpeKy npebdapyBadoT WK MpeKy Gopmara 3a COraacHOCT.

[TpuunHuTe 32 coOMpame MOAATOLM CE 32 MApPKETUHILKHU LIEJH, 3a ClIeeHhE Ha ynoTpedaTa
Ha codTBEPOT cO Lied MoaoOpyBame Ha CaMUOT cO(PTBEp UM KOPHUCHHUYKOTO MCKYCTBO, 3a
COTJIACHOCT CO MpaBHUTE Oapama, 32 KOPUCHUYKA MOJAPIIKA M 32 OCHOBHO (DYHKIIMOHUPAHE
Ha TIOCTOCYKHUTE CEPBUCH.

[ToBekero monmaTouu ce 4yBaaT J0jieka KOPHUCHUKOT € KiIMeHT Ha BlueJeans, HO Hekon
MOJIATOIIM MOXKE Ja c€ 3aapkaT TOJO0JITO 3apaadl NpaBHU MPUYMHHM WM pElIaBame Ha
eBeHTyaJIHU criopoBH. [loaTonuTe Moke Jja ce CrojieNaT co TPETH CTPaHU JIOKOJIKY UCTHUTE Ce
KOHTPAKTOPH U ce copaboTyBa CO HUB 3a J1a ce 00e30eaaT cepBrucH Ha KopucHunuTe. pyru
OKOJIHOCTH c€ NpaBHM OOBPCKH, 3aLITUTA HA IpaBaTa M CONCTBeHOcTa Ha BlueJeans w/umu
HUBHUTE KOPUCHHUIIM, KaKO U €BEHTYaJIHU OKOJIHOCTHU KOra € BO Ipaliame 0e30eaHocTa Ha Ha
KOPHUCHUIIMTE WK jaBHOCTA. Bo ciy4aj Ha mponax0a Ha cornctBeHocT Ha BlueJeans, moxe na
ce CIy4H TIOJaTOIMTE J]a IOMUHAT BO HOBA COTICTBEHOCT, HO aKO C€ CIIyYd TOA KOPUCHHUIIUTE
n00uBaaT HOTH(UKaLKja NMPEeKy MEUT U MOXKE J1a He To of00paT TpaHChEepoT Ha HUBHHUTE
nojaToy. Jpyra OKOJHOCT 3a CIOAeNTyBame MOJATOIM € CO el CIpedyBame Ha cajoep
KpUMHHAJ.

CHHMMameTO Ha COCTAHOIIMTE € TI0J] KOHTPOJIa Ha OPTaHU3aTOPOT, IITO 3HAYH JeKa aKO HEKO)]
0]l TIPUCYTHUTE HE caka Jla Ouje CHUMEH, K€ Mopa Ja ro rmodapa Toa ITUPEKTHO OJ HETO,
ounejku BlueJeans He moceayBa MeXaHU3MHU 3a J1a TO OHEBO3MOXH TOA.

- GDPR cornacHocT.

BluelJeans e cornacaa co GDPR nmonuTtrkara co Toa mTo € TpaHCIapeHTHA OKOIY THIIOT Ha
MoAaTOIM KOj ce coOupa, HAUMHOT Ha HUBHOTO YyBamke€ KakO M HAMEHAaTa Ha IMOJATOIIHTE.
JlomoHUTETHO WMa JeAMlpaHa ciyk0a Koja oAroBapa Ha Oapama 3a H3BEIITal 3a
KOpI/ICHI/ILIKI/ITe IIoaaToIu.

AL



3akiay4ox

bunejku cranysa 300p 3a KOMIIAHMU KOU TH HYJaT CBOMTE CEPBUCH HA KOPHCHUIIUTE
O]l LIENINOT CBET, cute oBue matdopmu ce GDPR cornacuu, co uckimyyok Ha BigBlueButton
KOj € open source coTBep a He cepBuc. be3beaHocTa 1 MpUBaTHOCTA Ce CEPUO3HHU ITpalIamba
U CceKoja O] KOMIAHMHUTE MMa OJrOBOpeH mpuctanm kKoH wuctute. Cekoja ox HHUB THU
UMITJIEMEHTHPA OCHOBHUTE TEXHUYKH CTaHAap/u 3a 6e30e1HoCT, Kako mTo e SSL u eHkpunuuja
Ha [T0JIATOIIM BO MUPYBAmE M yIITE OapeM HEKOJIKY crielu(pUIHN (PYHKITMOHAITHOCTH KOU O1aT
BO IIpWJIOT Ha 6e30e1HOCTa U IPUBATHOCTA.
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Abstract

A rootkit is a collection of computer software, typically malicious, that has the intention to infiltrate the operating
system (OS) or database, avoiding detection, resist removal and maintain privileged access to the system. Many
rootkits are designed to attack the "root", or kernel, of the OS and therefore work without disclosing their presence
to the computer owner.

A rootkit is one of the most dangerous malware programs because it allows any program to gain access to different
levels of the operating system. Rootkit’s detection is difficult because a rootkit may be able to subvert the software
that is intended to find it, and usually the only effective way to remove it is to perform a clean reinstallation of the
operating system. Because rootkits can hijack or subvert security software, making it likely that this type of
malware could live on your computer for a long time causing significant damage, with that positioning as one of
the biggest concerns for IT administrators.

This paper aims to review the types of rootkits, their attack methods, as well as to describe the detection and
prevention methods against this type of malware.

Key words: Rootkit, Backdoor, prevention, security

Bosen u nperien Ha auTeparypa

OrpoMHHOT OpOj Ha MOJATOLM BO JUTUTAIHUOT CBET NMPETCTaByBa HEUCLPIIHO OOraTCTBO Ha
uHbOpMAllUM WHTEPECHH 3a MHOTY CBETCKM AaKT€pH Kako IITO €€ BJIAJWHU areHIHH,
HEBJIAJIMHU OpPraHM3allMyd U pa3IMdyHU KPUMHHAIHU rpynanuu. HUBHHOT MOTHUB MOCTOjaHO
IPOAYLIMpa HOBU HAYMHU KaKO Jla c€ HCKOPUCTH cajoep MPOCTOPOT 3a 100MBambE Ha CBEXKU U
HaBPEMEHH JI0BEPIIMBH MOAATOLM 3a IPEAMETOT Ha HHTepec. Toa e MopHB KOj HeEMa J1a UCUE3HE
U BO WJIHUHA.

BakBara coctoj6a mpeaM3BUKyBa IOCTOjaH pa3BOj Ha pa3IMYHM BEKTOPH 3a Hamaj Ha
KOMIIJYTEPCKUTE MPEKU U cUcTeMU. Bo MHOecTBOTO Ha cajOep 3akaHU KaKo €MHCTBEHH I10
KapaKTepUCTUKUTE Ha COQUCTULIMPAHOCT C€ jaByBa Kjlaca Ha MAJIMIIMO3HU COPTBEPH HapeueHa
PYTKUTOBU. [7aBHa 1ie1 Ha PYTKUTOBUTE € Ja OCTaHe WITO MOJOJTr0 HEOTKPHUEH BO
HalaJHATUTE CUCTEMH, OBO3MOKH IIPUCTAIl HA HalarauuTe U COKpUE JOKa3!U 3a MPE3EMEHUTE
akTuBHOCTHTE. Ha MOBEKeTO pyTKUTOBU UM C€ MOTPEOHU MPUBHIIETHH HA aAMUHUCTPATUBHO
HUBO 32 Jla C€ MHCTAJIIMPaaT BO CUCTEMOT. Toa HajyecTo ce 0CTBapyBa CO MCKOPHUCTYBAbE HA
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pasMYHU PAHJIMBOCTH Ha CHCTEMOT KOM MOXE Jla OBO3MOXKAaT HAjBUCOK IpHCTal Ha
anMuHHUCTpaTtopcku rpasa (ring 0). LlemocHa KOHTpOIIa Bp3 CUCTEMOT 3HAUH JIeKa ITOCTOCYKHOT
co(TBEp BO CUCTEMOT MOJKE J1a c€ MOAU(HIMpa, Opullle U JeaKTUBHUpPA, TyKa BKIy4yBajKu ro
1 copTBEpOT KOj MHAKY O MOJKEJ J1a C€ KOPUCTH 32 OTKPUBAE WIH OpHIIIEHE Ha UCTHOT.

JlereknujaTa Ha HOBU PYTKHUT coTBepH Bo nocienuute 10 ronguuu e Bo onarame. [Ipuanan
3a TOa ce: CII0KEHOCTAa 3a Jla Cceé pa3BHe BAaKOB TUIl Ha co(TBep, IIa HamarayuTe pa3BUBAAT
MOETHOCTABHM PELICHH]a U MPE3EMEHUTE MEPKH Ha Pa3BOJHUTE KOMIIAHUHU 32 OTCTPAaHYBAmE
Ha MOKHOCTHTE 3a MHCTalalllja Ha PYTKUT cOTBEPU TUPEKTHO BO AM3AJHOT HA CUCTEMCKaTa
apxurtekypa. Ho mocneanute nerekiuu Ha oBOj TUI Ha copTBep, Bo 2018 na LoJax u Bo 2020
Ha MosaicRegressor, mokaxaa Jieka HSOTKpUBA-ETO Ha PYTKUTOBUTE BO ,,IMBUHATA™ Ha cajoep
MPOCTOPOT C€ JOKM M Ha COQUCTULMPAHOCTA HA HamarayuTe IMPH pPa3BOj HAa PYTKUT
codTBepuTeE.

[TojaBara Ha LoJax Bo 2018 roguna, kako nps aerektupad UEFI pyTkuT ja moTBpau Beke
3armoyHarara jebara 3a 6e30eHOCTa Ha KOMITjJYTePCKUTE CUCTEMU O] BAKOB THUII HA HamaJu.
UcrpaxyBamara Ha ASERT u ESET nokaxkaa neka LoJax pyTKUT ce KOpUCTEN O/ CTpaHa Ha
rpynara Sednit Ha BIaguHU KOMIjyTepcku cucteMu Ha bankanot u Bo Llentpanna u Mcrouna
EBpomna. Lojax e npenecuuk Ha HoBuOT UEFI pyTtkut codBep nerekrupan Bo 2020 roguna
on crtpaHa Ha Kacmepckum a Hapeden MosaicRegressor. OBOj pyTKHUT ce Haorail BO
KOMITJYTepCKHA CHCTEMHU Ha JMIIOMATCKH U HEBIAJWHU OpraHusanuu Bo Asuja, Adpuka u
EBpona Bo nepuonot ox 2017 mo 2019 roauna. MctpaxkyBamara Ha coOpaHUTE TOATOIU U
ynotpedeH jazuk Bo MosaicRegressor mokaxkane geka AOMHUHHpa KHHECKHOT ja3uK a ce
TapreTUpaHyd OpraHu3alliy KOU Ha PA3IMYHU HaYMHH Omiie moBp3anu co Cesepna Kopeja.

OBue npuMepH MOKaKyBaat JeKa PyTKUTOBUTE cOQTBEPUTE HE CE U3YMPEHU HIIM BO Omnarame
HCTUTE CTaHyBaaT MOCOMUCTUIIMPAHA BO HUBOTO MPUCYCTBO U JIETyBakbEe a TOA MPUIOHECYBA
3a MOTEIIKO JETeKTUPahEe Ha UCTHUTE.

Onuc Ha pYyTKUTOBUTE H HAYUH Ha PYHKIIMOHHPaH-e

Kako ce mojaByBane pyTKUT copTBepuTe Taka HUBaTa AeduHUIM]a ce MeHyBana. [loBekeTo
neGUHAIIUN ce OHEeCcyBaaT Ha Toa JIeKa PYTKUT € 3JIOHaMepeH co(TBEp, WM KOJIEKIMja Ha
3JI0HaMEepHU cO(PTBEPH, BO KOMIIjYTEPCKUTE CUCTEMH, HO HE To omnakaaT HEeJNOT Iujana3oH
Ha HETOBO €IMHCTBEHO JenyBame. [lopaau Toa Bo TpynoT ke ja npudarume neduHuIjaTa Ha
(Bill Blunden) nexa ,,PyTkut codtBep BocmocraByBa uHTep(dejC 3a JaJCUNHCKU MPHCTAl Ha
HaraJgHaT CUCTEM CO KOj Ce OBO3MOXKYBa Jla C€ MAaHHUITYyJHpa CHCTEMOT M Ja ce coOmpaaT
MOJIATOIY Ha HAYMH Ha KOj € TELIKO J]a ce OTKpHe.

TepMuHOT pyTKUT € KOMOMHaIMja Ha "root" (TpaJUIIMOHATHOTO UME Ha NMPUBHIETHPAHUOT
KOPHUCHUK Ha OllepaTUBHUTE cucTeMu cauuHu Ha Unix) u 36opot "kit" (koj ce ogHecyBa Ha
co(pTBepcKUTE KOMIIOHEHTH KOM ja clipoBenyBaaT anarkara). OBOj TEpMUH MMa HEraTUBHU
KOHOTAIIMM MOPaJ Iy Heropara ynorpeda kako coTBep 3a MaTUIIMO3HU aKTUBHOCTHU. [IpBHUHO,
PYTKHTOBUTE TMpeTCTaByBajie JIETUTHMHA KOJIEKIIMja Ha ajaTKd IOTO OBO3MOXYBaja
aJIMUHUCTPATUBEH IpHUCTall 10 KOMIjyTep HiIu Mpexa. [leHec, pyTKUT codTBepuTe ce
MOBP3yBaaT CO MAJMIIMO3HUTE BUAOBU Ha codTBepH Kou o0e30edayBaaT NpPUBHIUTHpPAH
IpUcTal Ha HajBUCOKO HHUBO BO KOMIIJYTEPCKUTE CHUCTEMH, NMPHUTOA KPHEJKH TO CBOETO
MOCTOCH-E U JigjcTBHE. HamaraunTe KopucTat pyTKUT 3a Jla C€ COKPHUJaT € I0/IeKa HE O TydaT
Jla TO HamajgHaT cucteMoT. Hamagute BKIydyyBaaT akTHMBHOCTHM 3a J€aKTHBallMja HAa aHTH-
MaJIMIMO3€H COPTBEP U aHTUBUPYCEH CO(TBEP, OIITETYBAkE HAa MHCTAJIUPAHU AarlIMKalWH,
coOupame Ha YyBCTBUTEIHH HH(POpMAIMK U MHPOPMAITUH 32 OJHECYBAHETO Ha KOPUCHHKOT,
3anouHyBamwe Ha DDoS Hamagm n cnmano. Co 1en oTcTpaHyBame Ha 3aKaHa OJf pyTKMTOBUTE,
O] BUTAJTHO 3HAYEH:E € Jla ce pa3zdepe Kako UCTUTE ce KpUjaT U KaKko ce JeTeKTHpaaT BO €leH
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3a ;1a ce OTKpHUjaT PYTKUTOBUTE | JIa C€ 3aIITUTAT CUCTEMHUTE OJ1 UCTUTE, Tpeba 11a ce 00jacHH
HUBHOTO ()YHKIIMOHHpamke. BO MOHATAMONIHUOT TEKCT BO YEKOPH € MPHUKAKAHO KaKO THE
paborar.

UYexkop 1: Mupeknurja Ha TapreTUpaHuoT CUCTEM

[IpBUOT YeKOp Ha HaMaJ| CO PYTKUT € HHCTAIUPAKBETO HA PYTKUTOT BO TAPT€TUPAHUOT CUCTEM.
IIpuroa, ce KOPUCTH €JIEH OJ1 CIIEAHUTE METOIU 3a MHCTAJIMPAbE Ha MAJIMIIMO3EH CO(TBEP:

e Phishing — namax co ucnpakame Ha eIEKTPOHCKH NOPAKKU KOU TO HABEyBaaT KOPUCHUKOT
Ja mpe3eMe JOKYMEHT WIIU JIa IIPUCTAIN KOH JIMHK KOj HHCTAINpa PYTKUT BO [03auHa 0e3
HETOBO 3HACHE.

o [Ilpesemame Ha naxHu codTBepw/amuukanuu: HaBuaym nerutuMeHn codTBep Koj
MpeTcTaByBa alidKalKja Koja o HaMmamMyBa KOPUCHHUKOT Jia Ipe3eMe PYTKUT.

e Drive by Downloads: Bo Hekou ciyuan, camara rmocera Ha BeO CTpaHuIla co ciadba BeO-
0e30eHOCT MOXKeE J1a HHCTAIIPA PYTKUT BO CHCTEMOT.

e Malvertising: HanaraunTe nu3ajHupaat pekjaMu KOH COJIPKAT MAJTHIIMO3EH COPTBEp 3a 1a
MHCTaJIMpaaT pyTKUT Kora Ke ce KJIMKHE Ha HUB.

e Baiting: Hanarayor ocraBa YCB co MHCTanupaH pyTKUT Ha jaBHO MecTO. AKO HEKoja
’KPTBa ro MOBP3€ CO HETOBHOT KOMITjyTep, PYTKUTOT Ke OH/ie MHCTAIHUPAaH.

e Tailgating/ Evil maid attacks: Hanarauot cam uHCTaaMpa pyTKUT COPTBEP HA KOMITjyTEpH
KOM IITO ce 6e3 HaI30p.

e Exploit Kits: Hamaraunte ru KOpUCTAT OBHE KOMIUICTH 32 CKCHHpame Ha CHCTEMH/
arukaimu/ 10T ypenu 3a mpoHaorame Ha PaHIMBOCTU BO CHCTEMHTE U 33 WHjCKTHPAHE
Ha PYTKUTOBHTE.

Yexop 2: TajHu akTHUBHOCTHU

OTkako ke ce MHCTajIMpaar, pyTKUTOBUTE OCTaHyBaaT CKPUEHU BO CHUCTEMOT 0€3 3HaeHmhe Ha
KOPUCHHUKOT. PyTKMTOBUTE T U30€THYBAaaT aHTUBUPYCHUTE IPOrPaMu, aHTH — MAIIMIIMO3HUTE
coTBepu u Apyru codpTBepH 3a 6e30e1HOCT, OUIejKU ce MOAUTHYBaaT BO UCTO BpeMe, Mpe.
HJIM ITOCJIC MOAUTHYBAKLETO HA CUCTEMOT. Hcto TaKa, pyTKUTOBHUTC MaHUITyJIMpaaT CO pasMCHa
Ha M10/1IaTOLM 32 BpeMe Ha CUCTEMCKHUTE MPOLIECH 3a 12 TO COUyBaaT HETOBOTO ITOCTOCHE.

Yexop 3: Kpeupame Ha 3a1Ha BpaTa

PyTkut coznaBa 3agHa Bparta 3a 00e30enyBame Ha HamaradyoT cO MPUBUWIETHPaH MpUCTAl A0
KOMIIJyTE€pOT U/WUJIN MpexKara.

Mo:xHM OCJeANIM O HAIAJ CO PYTKHT

VYnorpebara Ha pyTKUTOBHUTE YECTO CE AP>KU BO TAQjHOCT, @ CO HUBHA YNOTpeba ce MHCTaNnupaar
JPyTU MaJUIMO3HU cOPTBEPHU BO CUCTEMOT. PyTkuTOBHUTE pabOTaT BO M03a/IMHA HA CUCTEMOT
Y YEeCTO Ce MOJIPIIKA Ha MAIMITMO3HUOT CO(TBEP KOj Ce MHCTAIMpa MIPEKY JCHHCTAINpahe Ha
AHTUBUpYCHATa MPOTrpaMa, MOBTOPHA MHCTANAIMja Ha MAJMIMO3HUOT cOPTBEp U CIUYHO.[1]
MoskHHU nocneANIIN 01 Hallaiu CO PyTKUTOBUTE CE:

Kpaz[eI{,e Ha YYBCTBUTCJIHHU IOJATOIM: PYTKI/ITOBI/ITG UM OBO3MOXKYBa Ha XaKCpPUTEC nOa
HHCTaJIUpaaT JOMOJHUTCIIHN MaJIUIIUO3HU CO(l)TBepI/I KOHM KpaaaT YyBCTBUTCIIHU KOPUCHHUYKU
I/IH(I)OpMaI_[I/II/I, KakKo IITO CC 6p0€BI/I Ha KPpCAUTHU KaPTUIKU, KOPUCHUYKHU JIOBUHKHU U CIIMYHO.
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Nudexumja co manuimoseH copreep: Hanmaraunte koprucratr pyTKUTOBUTE 3a 1a HHCTAJIUPAAT
MaJMIO3eH COPTBEp HA KOMITJYTEpUTE U CUCTeMHTe 0e3 1a Ouaar OTKpHeHU. PyTkutoBuTe
ro KpHWjaT MAaIUIMO3HUOT COPTBEp OJ KOj OWJIO IOCTOCYKH AHTHUBUPYC, YECTONATH
JICAKTUBUPAjKU 10 0e30emHocHHOT codTBep Oe3 KOpPHCHHYKO 3Hacwme. Kako pesynarar Ha
JIeaKTUBaIlMjaTa, PYTKUTOBUTE MM OBO3MOXKYBaaT Ha HalaradyuTe Ja WHjEKTUPAaT IITETHH
JATOTEKH Ha HAMAHATHOT CHCTEM.

OtcTpaHyBambe Ha JATOTEKa: PYTKMTOBHTE OBO3MOXKYBaaT MPHUCTAl O CUTE JATOTCKH U
KOMaH/I{ Ha OIIEPaTHBHUOT cucTeM. Hanaraunte Ko KOPUCTAT PYyTKUTOBUTE MOXKAT JIECHO J1a
riu u30puiar gupexropuymute Ha Linux u Windows, kiy4eBuUTEe O perucrapure u
JTaTOTCKHUTE.

[TpucnymyBame: Cajoep KpUMHUHAIIMTE KOPHCTAT PYTKUTOBU 3a HCKOPHUCTYBame Ha
HeoOe30eleH MpPEeKM U TPEeCpPeTHyBamke€ Ha JIMYHU KOPUCHUYKA HHPOpMAIMH U
KOMYHHMKAIIMH, KaKO LITO C€ € — [IOLITa U [TOPAaKH pa3MEHETH IPEKY pa3roBop.

JlaneunHcko ynpaByBame: Hamaraunte KOpUCTaT PYTKHTOBH CO JAJCYMHCKU IMPUCTAIl 3a
NpOMEHa Ha cHcTeMackata KoHgwurypanuja. Toram Hamarauute MOXAar Ja TM IIPOMEHAT
orBopenute TCP noptu Bo BHaTpemHocTa Ha firewall — ot nim na ru npomMeHar ckpuntuTe 3a
CTapTyBame Ha CUCTEMOT.

BuaoBu Ha pYTKHTOBH

PytkuToBHTE MOXKE Aa ce KiacupuIpaar crope MEeCTOTO Ha HUBHOTO HHjeKTHpame. [lomnomy
ce MPUKAKaHU BUJOBUTE HA PYTKUTOBH, COTJIACHO TEKUHATA HA OTKPUBAKE U OTCTPAHYBAHE
710 HajCOPUCTULIMPAHU U MHOTY MOTEIIKH 33 OTKPUBAE U OTCTpaHyBame.[2]

AnauKauucKku pymxumosu

EnHocTaBHUTE pPYTKHUTOBM paboTarT BO pPEKUM Ha KOPHCHUK. TakBUTE PYTKUTOBHUTE
MoJuUIMpaaT Npolecu, MPEKHU BPCKHU, TaTOTEKH, HACTaHU U CHUCTeMCKH yciyru. [Ipuroa
MOXarT J1a MHpUIUpaaT craHmapaau ammkanuu kako Microsoft Office, Notepad, wiu Paint.
Toa e eAMHCTBEHMOT BHJ Ha PYTKUT IITO MOXE Ja c€ OTKpHE cO OOMYHA aHTHUBUPYCHA
arMKanuja. PyTKUTOBHTE BO KOPUCHUYKHOT PEXKHUM Ce M3BpIIyBaaT BO ring 3, 3aemHO coO
JPYTH alIMKaluy Kako KOPUCHHUK, HAMECTO CUCTEMCKH MPOLIeCH Ha HUCKO HUBO. Tue umaar
rojieM Opoj Ha MOXXHHM HMHCTAJIAIMCKH BEKTOPH 3a IPECPETHYBAkE W MEHYBambe Ha
CTaHJIApIHOTO OJIHECYBambe Ha mporpamckute nHtepdejcu (API) Ha amnkanmjaTa.

Hekou wuHjekTHpaaT AMHAMUYKU TMOBp3aHa ekcTeH3wja (kako mrto e .DLL maroreka Bo
Windows unu excrensuja .dylib va Mac OS X) Bo apyru npoiiecu 1 co Toa MOKaT Ja HaBjie3aT
BO OMJIO KOj LIeJIeH MPOIIeC 3a JIa ja u3Mamar; APyry cO JOBOJIHO MPUBUIIETUU €THOCTABHO 32
Ia ce mpeOpuine MeMopHjaTa Ha IIeJHaTa arjifKanuja. MeXaHW3MHUTEe 3a WHjeKTHparbe
BKITy4yBaar:

Ynorpeba Ha mpommpyBama Ha aruiMkanuja obezdeneHa ox mobaByBaun. Ha mpumep,
Windows Explorer uma jaBHu mHTEpdejcH KOM UM OBO3MOXKYBaaT Ha TPETH CTpaHH Ja ja
MPOIIMpPAT CBojaTa (PyHKITMOHAIHOCT.

e (Cieneme HA TOPAKUTE.
e Debuggers.

e Excruoararuja Ha 6€30€1HOCHU CIabOCTH.
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e OyHKUMOHHUpaWkEe Ha HajuecTo kKopucteHutre APl-ja, Ha mpumep, 3a 1a ce ckpue mpoiec
WIH JATOTEKa ITO paboTH BO MOAATOYHHOT CUCTEM.

Jaopenu pymxumoeu

PytkuroBuTe Kou paboTaT BO japOTO, UCTO TaKa IMO3HATH KaKO PYTKHUTOBUTE BO PEKUM Ha
KEpHEJ, MOXaT Ja TO MOIU(UIMpaar IeTMOT ONepaTHBEH CHCTEM. PyTKUTOBHTE HA japOTO
ce U3BPIIYBaaT CO HajBUCOKHTE MpHUBMWIErny Ha onepaTuBHuoT cucteM (Ring 0) co nonaBame
Ha KOJl WJIM 3aMeHa Ha JCJIOBH OJI jaJpOTO HA ONEPATHBHUOT CUCTEM, BKIYYYBajKU T'M U
Kepuenor u cooaBeTHuTe IBUraTenud Ha ypeaoT. lloBekeTro omepaTHBHH CHCTEMH TH
MOJUIPKYBAAT JIpajBEpUTE 3a yPEIOT HAa PEKUMOT Ha japOTO, KOU T'M M3BPIIYBAaaT CO UCTHUTE
MIPUBMUJIETUN KaKO CaMHOT omnepaTHBeH cucteM. OBaa Kiaca Ha PYTKHT MMa HEOTPAHUYCH
0e30eIHOCEH MPHCTAIl, HO € TMOTEIIKO Ja ce Hamuine. KoMIiekcCHOCTa IIpaBy I'PEIIKH U CHTE
IPEIIKK BO KOJOT INTO pa0OTaT Ha HUBO Ha KEPHEJIOT MOXE CEPHO3HO Ja BiIMjaaT Ha
CTa0MIIHOCTA Ha CHCTEMOT, IITO JIOBEIyBa 0 OTKpPHBaWke Ha PYTKHUT. ROOS mMoxe nma ru
Mo duUIpa CTPYKTYpUTE HA TIOAATOIH BO KepHenoT Ha WIiNdows kopucTejku MeTOoT To3HaT
Kako MaHumynandja Ha qupekred kepaen (DKOM). OBoj MeTo Moske Ja ce KOPUCTH 3a J1a ce
coKpHjat mporecu. ROOtS Ha KepHENIOT UCTO Taka MOKE Ja ja 3aKa4yM TadenaTa 3a CUCTEMCKa
neckpuntopcka ycayra (SSDT) wnm ga ru Moguduipa HOPTUTE HOMEY KOPUCHHYKHOT
PEKUM U pSKUMOT Ha KEPHEJIOT, CO 1IeJ Ja Ce CKpue camara cede. UecTonaTh, pyTKUT co3aBa
CKPHEH, IU(PPUPAH JaTOTEYCH CHCTEM BO KOj MOXKE JIa CKpUE IPYT MAIUITHO3EH COQTBEp WK
OPUTHHAITHU KOITMH Ha JaTOTCKHU.

Bootkits

MonudukanmjaTa pyTKUT Koja ce Buka bootkit moxke 1a ro uHpUIMPa KOJAOT 3a CTAPTYBakE
kako Master Boot Record (MBR), 3anuchuk 3a rimacoBro 3amnuinyBame (VBR) nim cekropot
3a MOJIMTHYBAE, M HA TOj HAYMH MOXKE JIa C& KOPHCTH 3a HAIlajl Ha CHCTEMH 3a mupupame
CO LIEJIOCEH JIUCK.

Hypervisor level (Hueo na xunepeuszopu)

PyrkuroBute ce cozmamenu kako Tunm Il XunepBuzopu kako moka3 3a koHientor. Co
HCKOpPHUCTYBake Ha (QDYHKIMUTE 3a BUPTYeIH3alija Ha xapasep kako mto ce Intel VT unmn
AMD-V, oBoj Tun Ha pyTKHuT pabotu Bo RINg-1 u ro XoCTHpa HETHUOT ONEPATHBEH CUCTEM
KaKO BUPTYeJIHA MalllHa, CO IITO My OBO3MOXYBa Ha PyTKUT /1a MHTEpBEHUPA CO XapABEPCKU
MOBHIIM HANPABEHHW OJI OPUTHHAIHHOT ONEPATHBEH CHCTEM, 3a pa3jihKa OJ HOPMAaJTHHUTE
XHUIIEPBU30pPH, THE HE MOpa Jia ce BUMTAaT IMpeJ]l ONEpPaTUBHUOT CHCTEM, HO MOXKAT Jia ce
BUYHMTAAT BO ONEPATUBEH CUCTEM IIPE]T J1a TO MPOMOBHPAAT BO BUPTYEITHA MalllnHA.

Firmware and hardware (Ocrnoeen cochmeep xapoeep)

PyTkuT BO OCHOBHMOT cO(TBEp o KOPHCTH HCTHUOT 3a Kaj ypenoT WM miuardopmara jaa
C03/1a/1€ TIOCTOjaHa CIMKa Ha MAJIMIIMO3€H cOPTBEP BO Xap/IBEPOT, KAKO IITO € PyTep, MPEKHA
KapThuka, xapq auck wim cucreMcku BIOS. Pyrkurt-or ce xpue BO OCHOBHHOT coTBep,
Onzejku NCTHOT OOMYHO HE TO IMPOBEPYBa HHTETPUTETOT HA KooT. TexHnonorujata Intel Active
Management, men ox Intel VvPro, ummiemeHTHpa ympaByBarke HAJBOpP, JaBajku WM Ha
aJIMUHUCTPATOpUTE JajieuHa aJMUHUCTpAIMja, NAJIEYMHCKO YIpaByBamke W JaJICYMHCKA
KOHTpOJIa Ha KOMIIjyTepu 0e3 BKIydyBame Ha mporiecop win BIOS, nypu u kora cucTemor e
ucKiIydeH. JlameunHckaTa aJMHMHHCTpaldja BKIydyyBa JaJ€UMHCKO BKIy4YyBame W
UCKITy4yBambe, JaJCYNHCKO peceTHpame, MPEHACOYCHO MOJUTHYBAaHE, MPEHACOUyBame Ha
KOH30J1aTa, MpHcTan g0 mnoaurHyBame Ha BlOS-te, mporpammpame 3a Quiatpupame 3a
BJIC3HHUTE U M3JIE3HU MPEXHH COOOpakau, MpoBepKa Ha MPUCYCTBOTO HA ar€HTOT, alapMHpahe,
npucTan 10 UHPOPMALUHU 32 CUCTEMOT, HHPOPMALIMHU 32 XapJBEPCKUTE PECYpPCH, MOCTOjaHU
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JHEBHHUIM 32 HACTAHU U JPYT'H HH(POPMAIINHU KOH Ce 3a4yBaHU BO MEMOpHjaTa. XapABEPCKUTE
PYTKUTOBH BrpaJicHd BO YHIICETOT MOXKAT Ja I[OMOTHAT BO BpaKameTO HAa YKPaJICHU
KOMIIjYTepH, 1a TH OTCTPAaHAT IOJATOLUTE WM Ja TM HalpaBaT OECKOPUCHHU, HO MCTO TakKa
NPETCTaByBaaT M 3arpWKEHOCT 3a IMpHBaTHOCTa M 0Oe30enHocTa Ha HE3a0eNeKINBO
IITHOHUPakhe W IPEHACOYYBAKkE OJl CTpaHa Ha PAaKOBOACTBOTO WIIM Hamaradyute KoM Ou
MOJKeJIe J1a IoOujaT KOHTPOJIa.

Hauunu 3a 3amuTura o PYTKUTOBUTE

PyTKHUT HammajuTe ce OMACHU W IITETHH, HO THE TO MH(HIMPAAT CHCTEMOT WIIK KOMIIYTEPOT
CaMo JIOKOJIKY Ha OHJIO KOj HAYMH CEe CTAPTyBa MAIUIMO3HUOT COPTBEP IITO IO HOCH PYTKHT.
Bo moHaraMomHHOT TEKCT ce HaBeJEHH YEKOPH IITO Tpeba Ja ce CiielaT 3a Ja ce CIpedn
uHbeKmjaTa co pyTkur. [3]

CkeHupame Ha CHCTeMUTE: PyTKUT CKeHHpamaTa co oMoll Ha COGTBEPCKHU MPOrpaMu OOMYHO
ce euKacHU BO OTKPHMBAWKETO U OTCTPAHYBAHETO HA PYTKUT amukaiuu. Cemnak, THE ce
Hee(UKaCHU MPOTHUB JPYTUTE BUJOBH Ha HAA/IN.

CkeHnpamaTa Ha HUBO Ha jaipo MOJKAT Ja AETCKTUPAaT MAINIHO3€H KO/ CaMO KOTa PYTKHUT €
HeakTHBeH. OBa 3Ha4M JIeKa Mopa Jia ce 3ampaT CUTe IIPOLeCH Ha CUCTEMOT U Jla Ce CTapTyBa
KOMIIjyTepOoT BO 0e30€THOCEH PeXHM 3a e(pUKACHO CKeHUpame Ha cucteMot. [loTpedHo e na
Ce HalpaBH pe3epBHA KOIHWja O MOJATOLMTE, a MOTOA IMOBTOPHO Jia C€ MHCTAIUpPA LETHOT
CHCTEM.

N3bernyBame Ha (pummHT Harmagu: QOUINIUHT € BHUJI HAa HAmaJl Of] COIHMjaJieH HH)KEHEPUHT BO
KOj IITO HamarayuTe KOPUCTAT € — IOIITa 3a JIa Td M3MaMaT KOPHUCHUIUTE Ja KIMKHAT Ha
MaJIMIMO3CH JIMHK WJIM JIa TpeB3eMaT HHGEKTUpaH npuiior. MHPEKTUpaHuTe IPHIIO3U MOXKAT
na 6ugar Word wiu Excel 1okymMeHTH, aryiMKadja Wid nporpamMa Wid HHPEKTHpaHa CIIHKa.

Asxxypupame Ha copTBep: TeKoBHUTE axypupama Ha COPTBEPOT c€ 0/ CYIITUHCKO 3HAYCHE
3a 0e30eTHOCT WM CIIpeyyBamke Ha HamarauyuTe J1a WHjeKTUpaaT ManuiuoseH codreep. Cure
MpPOrpaMu M ONEPAaTUBHUOT CUCTEM Tpeba Ja OujaT aXypHpaHU M Ha TO] HAUYMH MOXKE Ja ce
n30erHe Hamaj Ha pyTKUT KOj TH KOPUCTU PAHIMBOCTUTE.

Kopucrewe Ha aHTUBHpYC Off ClieqHAaTa TeHepanuja: ABTOPUTE HAa MAIUIUO3HUOT co(TBEp
cekoram ce obOuayBaaT na Oujmar yekop Mpea HHAycTpujata 3a cajoep Oe30emHocT. 3a
CIPOTHCTAaBYBamke Ha HErOBUOT HAIPEIOK, Tpeda Ja ce KOPUCTAT aHTUBUPYCHU MPOTPAMH KOU
T KOpUCTAT MOJIepHUTE O0€30eTHOCHU TeXHHUKHU. [IpuToa, MoXxe na ce oapean MOTEKIOTO Ha
PYTKHTOT Bp3 OCHOBA Ha HETOBOTO OJIHECYBaml-€, J1a c€ OTKpUE MaJHIMO3eH copTBEp U Jia ce
U3BpIIN OJOKUpame 0]l UHPUIUPAKHE HA CUCTEMOT.

Cnenewe Ha MpEXHHMOT cooOpakaj: TeXHUKHUTE 3a CIIeIeHhe Ha MPEKHUOT cooOpakaj r'u
aHAJM3UpaaT MPEXKHUTE MaKeTH CO LeN Ja ce MACHTU(UKYBA MOTEHLHUjaJIeH MaJUIIO3EH
MpeXeH cooOpakaj. AHanM3aTa Ha MpeXaTa UCTO Taka MOXKe oOP30 Ja TH yOJIaku 3aKaHUTE
J07ieKa T M30JIMpa MPEKHUTE CEIMEHTH KOU Ce I0J Hamajl 3a Jia ce CIPEeYH LIUPEHEeTO Ha
Harmasor.

Kontunynpano oOpa3oBanue Ha KopucHuLuTe: Hamaraunte ja kopucrat Hajciabara ajnka BO
cajoep O6e30enHOCTa — YOBEUKaTa KOMIIOHEHTA — 3a Jla MOCTUTHAT CUCTeMCKa MHpeKIuja 1
MHCTajanuja Ha pyrkuc. HajnoGap HaumH na ce crnpeun MH(pEKIMjaTa cO PYTKUT € MPEKy
KOHTHHYHPAHO OO0pa3oBaHWE Ha KOPUCHHIIUTE, OCOOCHO OHHE CO aJIMHHUCTPATHBHU
npusuieruu. Tue Tpeba na pazbepaT Kako Ja T'M HWACHTU(UKYBaaT oOuauTe 3a (PUIIMHT,
B)XHOCTA OJ] TPEB3EMahE CaMO Ha JISTUTUMEH COPTBEp, a HE CO KIMKHYBamke Ha COMHUTEITHU
JaTOTEKH KOU o WIACHTU(HUKYBAAT MOTEHIIM]aJTHO MAJMIIMO3HUOT MpPEXeH coo0pakaj.
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3akiay4ox

PyTKuT € eHa 0/ HajoaCHUTE MATUIIMO3HU [TPOTPaMHU, TIOPaH TOa LITO J03BOJIYBA KOja U Jia
¢ Tmporpama jia A00ue MpUCTam 0 pa3iudyHi HUBOA O OnepaTuBHUOT cucteM. Cé mojeka
[OCTOjaT eKCILIoaTaIMK Ha COYTBEP, PYTKUTOBUTE K€ T KOPUCTAT OBUE EKCIUIoaTHpama. Tue
paborar 3aeaHo. Cenak, IypH ¥ aKO TAKBUTE SKCIIOATAIUH HE CE MOKHH, PYTKUTOBUTE CEMaK
ke MocTojar.

Bo cnennute HEKOJIKY JELEHHU, HAPEJAOKOT HAa TEXHOJOTHMUTE 32 BUPTYEJIHA MalllMHA Ke
HaHece OrPOMEH yJap Bp3 OHHME KOM ce MOTHUpaaT Ha AalledrHCKa ekcruioatanuja. OBa He
3HAYM JIeKa eKCIUIoaTallMuTe ke ucyesHar. HoBHOT cBeT Ha ekcIuloaTanyja Ke ce 3aCHOBa Ha
JIOTUYKY TPEIIKH BO IPOrpaMUTE HAMECTO Ha apXUTEKTYPHUTE HEIOCTATOIH.

Co wimn 6e3 majiedrHCKa eKCIIoaTalrja, PyTKUT-HTE Ke OINCTOjyBaar. PyTKUTOBUTE MOXe n1a
Ce CMeCTaT BO CHCTEMHUTE BO MHOTY (pa3u, oJ pa3Boj A0 uHjekTupame. Ce noneka uma iyre,
nyreTo ke cakaaT Ja Jo3HaBaaT uH(opmauuu 3a Apyru jgdyre. OBa 3HaYM JieKa PYTKUTOBUTE
CeKorani ke IMaaT MECTO BO Hamlara TexHojoruja. [IporpaMuTe u TEXHOJIOIIKUTE CYOBEP3HH
ce OE3BPEMEHCKH.

PyTkuT HajuecTo ce BHeCyBaar Ha KpajoT OJ] MPOLECOT Ha Hamaj. 3aToa M c€ HapeKyBaaT post-
exploit amaTku.
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Abstract

Most of the services we enjoy on the Web are provided by database applications. Web-based email, online
shopping, forums, corporate web sites, and portals are all database-driven. To build a modern web site, you
need to develop a database application, usually a SQL database, which is responsible for managing data in
a structured way. Recent attacks can lead ad to the conclusion that web applications are insufficiently
protected and are the biggest threat to database security. The most popular form of attacks is the SQL
injection attacks that use the data entry, search and username or password fields to inject code into the SQL
database.

These attacks can detect sensitive data, alter database data, or destroy an entire database. An attacker could
even damage the operating system. Usually, the SQL injection attacks are just an introduction to some other
attacks, so preventing these attacks can also mean protection from other potentially more dangerous attacks.
The purpose of this paper is to review the most common SQL Injection attacks, as well as to propose
technical solutions and measures that can contribute to the mitigation of this kind of attacks.

Key words: SQL injection, vulnerabilities, security, privacy

Bosen n nperJien Ha auTeparypa

Co HampenyBameTO Ha TEXHOJOTHjaTa, COBPEMEHOTO OIIITECTBO IMOCTUTHA MHOTY
HezamucauBy menu. Cemak, Kako IITO C€ pa3BHMBa TEXHOJIOTHjaTa, TaKa Ce 3rojieMyBa U
PHU3UKOT BKIIYYEH BO HEJ3MHOTO KopUcTeme. McT e ciyuajot co BeO — amukanuute. O 2003
roauHa, SQL Injection ocranyBa Ha cnimcokor Ha OWASP 6e30eHOCHU PHU3HIIU CO KOU Ce
6opart koMmnanuute. HoBU ciiydan Ha paHIMBOCT Ha BeO arIMKAallMUTE CTAaHYBaaT Ce MOTEIIKU
3a Jla ce MpoHajaaT u aa ce uckopucrtaT. Cekoja BeO armkanuja uma 0a3a Ha MOJaTOLH BO
Mo3aJiiHa, ¥ HAjMHOTY TOpaJy TOa HamaJuTe Bp3 0a3u Ha MOJATOIM C€ CIydyBa MpPEKy
cmaboctute BO BeO armukanuuTe. Moske ci1o00/HO /1a 3aKiIydnMe JieKka BeO arTKaIuuTe ce
HEJIOBOTHO J00pO 3alITHTEHH, M CE€ HajrojieMaTa 3akaHa 3a Oe30emHOocTa Ha 0Oa3uTe HA
TOJIATOIIM KOW C€ BO HUBHATA 1103aJIMHA HAa CEPBEPOT.

Hajcepno3nure Hamaau Ha BeO aluIMKalMUTE C€ OHUE BO KOW Ce joafa J0 YyBCTBUTEIIHHU
MOJaTOM MM ce Jo0uBa IpHcTal [0 CHCTEMHUTE IITO padoTaT BO IO3aJMHaTa Ha
aruigKanyjara. 3a MHOTY KOMITAaHUHM, OMJIO KakOB HamaJ Ha CHCTEMOT IITO MPEeIU3BUKYBa
MIPEKUH BO pabOTEHETO € KPUTUYEH.
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Cnopen MHOTY HAalMCH W CIIOZICJICHH MCKYCTBa, TOKMY BO oOjacTa Ha 0e30eqHOCHHTE BeO
aTUTMKAIIMHATE CE OJIBMBA TojieMa OMTKA moMer'y HararaduTe U OHHE KOH ce OpaHaT co MoIaTOIH
U PECYpCH.

Kapaxmepucmuxu na “SQOL”

“SQL” e kparenka 3a “Structured Query language” 1 IIMPOKO ce KOPUCTH KAKO ja3uk 3a 0aszu
co momaromu, o0e30emyBajKM CpeAcCTBa 3a MaHUIyJalHdja CO MOJATONHUTE (dyBame,
MpeB3eMame, U3MeHa, OpHUIlIeHEe) U Kpeupame Ha 0a3u co mojaroru. CKopo cuTe MOACPHU
CHUCTEMU 3a YIPaBYBamkEe CO pelarmoHuTe 0a3u co nmogarTomu kako mro ce MS SQL Server,
Microsoft Access, MSDE, Oracle, DB2, SyBase, MySQL, Postgre,

Informix, kopucrar “SQL” kako cTanmapaeH ja3uk 3a pabora co 0Oa3uTe Ha MOJATOIH.
[pamanaunure (Query) ce npuMapHH MEXaHU3MU 3a MIpeB3eMam-e Ha HHpopMaluu of] 6azure
CO TIOJATOLIM M C€ COCTOjaT O] IMpallamka KOW ja Mpe3eHTUupaar 0azara cO MOJATOIU BO
cooaseteH popmar. Bo “SQL”-0T mocTojar ABa BuAa Ha mpalliama:

e Data Definition Language (DDL)
e Data Manipulation Language (DML)

DDL mnpamanHUIIUTe ja MEHYBaaT CTPyKTypara Ha 0a3zara co momaromd, nojaexka DML
MpallaTHUINTEe MaHUIYJIHpaaT co COAp)KUHATa Ha 6azata co moaaromu. “SQL Injection” ce
HamaJ cO BMETHYBamkE Ha KOJ BO KOj CE BKJIYYCHH BJIC3HUTE MOJATOLM BO JUHAMHYKH
KoHCcTpyHpaH “SQL” mpamanHuk u ce Tpetupa kako “SQL” kon. Ha Be6 crpanute kxaj xou ce
Kopuctar 6a3u co moaaronw, “SQL Injection” panimBocTa € mMoceOHO M3pa3eHa, 3aToa IITO
HamarayuTe JIECHO TM HaoraaT M mpojaupaar Bo 0a3zara co moaaronu. EqHo uctpaxyBame
HarpaBeHo oj “Gartner Group” momnuio 10 co3HaHue neka ona mnpeky 300 tectupanu Beb
cTpanu, aypu 97% on vuB Ouse pannuBu Ha “SQL Injection”. Co otkpuBametro Ha “SQL
Injection” pannuBocTa, Hamara4nte OOMYHO TM M3BIEKYBAaaT M I'M MEHYBAaT MOAATOIUTE CO
npasewse Ha DDL u DML npamanuunu.

Co Mana u3MeHa BO POrPaMCKUOT KO T.€. CO BOBEAYBambE HA JOJATHH MPOBEPKU € MOKHO
na ce oa0paHu CTpaHara oj morojem Opoj Hamamu co BMeTHyBame Ha SQL kox. Cekako,
YIIOPHHUOT Hamarad u Mokpaj Toa Moxe na u3Bene SQL namaa. Cemnak ako Hekoja cTpaHa (U
Hej3uHaTa 06a3a Ha MOoJIaToIHM) € T0OpO 3alTUTeHa, TOBEKETO Hararadu, Ke ce OTKakaT Op30 U
ke MpHcTanar KOH Hamaj Ha pyra CTpaHMIla Koja He € TOJKY J00po 3allITUTEHA.

N3Bopu na Hanax na SQLI

PanmuBocra Ha SQL wHjekTHpameTo MOXKe Ja ce Hajae BO KOj OWIO mapaMmerap Ha
aTrUTMKAIMHUTE IITO MOXKAT Jla c€ KOpUCTaT BO Oa3aTa Ha 1MoAaToiy. Bo moHaTaMOIIHUOT TEKCT
HaBEJICHU CE YeTUPU U3BOPH, NMPEKy KoM Moke J1a ce 3armoune SQL [1]:

WHjekTupame co xopucHUYka yiora: BeO amnukanuure, TreHepanHo, KopucraT (GopMmu 3a
cobupame Ha MOAATOIM OJ KOPUCHHUIM (KaKo IITO C€ PEerucTpupame, HajaBa UTH.) WIH Ja
JI03BOJIaT Ha KOPUCHUIUTE Ja TH crenuduiupaar nojaTouuTe mro Tpeda 1a ce mpeB3emMar
(xaxo 1mITO ce mpebapyBame, aganTUpaH Npuka3 UTH.). OBue (GopMHU LITO COApXKAT ,,I10JIe 32
TEKCT* MOXE Ja T'M HCKOPHCTAaT HamarauyuTe 3a Jla WHJeKTHpaaT MalUIHMO3€H KOJ IITO
pe3yaTupa co 100UBame TajHH MOIATOLH.

WHjektupame npeky konauumwa: HeonamHemHuTe BeO-arulMKalMM KOPUCTAT KOJAuMBba 3a
CKJIaaupame Ha npedepeHunuTe Ha KopucHunuTe. Komaunmara ce JaToTeku 3adyBaHM Ha
KJIMHTCKaTa MallMHa KOM cojApKaT HWHPOpManuu TeHepupaHu oJi BeO aruKaluuTe.
Hanarauor Moxe ja BMETHE 3JI0HAMEpPEH KOJ BO COApP’KMHATA HAa KOJauMmaTa 3a4yBaHU BO
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HETOBUOT KOMITjyTep, KOPHUCTEJKH ja COAp)KMHATA Ha KoJlauumarta 3a na uirpaan SQL
npebapyBama KOU Ce paHJIMBH HA HATIQ/IH.

WnjexTupame mpeky cepBep Bapujadbunn: CepBep Bapujaduinute ce 30up Ha mapaMeTpu Kou
coapxkaT MpexHu 3arnaBuja, HTTP nonaromnu u Bapujadunu Ha okojmHaTta. Beb ammkanuure
'l KOPUCTAT OBUE BapHjaOMIIM HA CEPBEPOT 3a PEBU3Hja HA CTATUYKHUTE MOAATOLHN 32 YIIOTpeda
U UIeHTU(UKYBakbe Ha TPEHIOBUTE HA MPETUCTYBambe. AKO OBUE MPOMEHIIMBU CE 3aUyBaHU
BO 0a3zara Ha mogarouy 0e3 Bajyalyja, HarmarayuTe MOXKar J1a ja HCKOPUCTAT 0Baa PaHJIUBOCT
co nocraByBame Ha SQLIA nmupekTHO BO BapujaOMIMTE Ha CEPBEPOT.

3auyBaHO MHjEKTUPamke: Bo 3a4yBaHOTO WHjEKTUPAKHE HAMAraunuTe BMETHYBAAT MATUIIUO3HU
BJIE30BM BO 0asara Ha MOAAaTOLH 3a MHAUPEKTHO na BMeTHAaT SQLIA cekoj mar xora ke ce
KOPHUCTH BIIe30T [2].

BunoBu na nanaam Ha SQL

SQL nanmagotr mMoxe aa Ouje BO HEKOJKY (OpPMHU U BO CIECTHUOT JeN ce Kiacuduimpaar
[JIAaBHUTE TUIMOBH Ha Hamaau Ha SQLI[3].

Tautology: OmraTa 1en Ha HamamoT OasupaH Ha tautology, ¢ ma BHece KO BO eIHA WK
NIOBEKE YCIOBEHM H3jaBH, Taka INTO THE CEKOraml Ce IpOICHYyBaaT KaKO BHCTHHUTH.
Hajuectnte HaumHM Ha ymoTpeda ce 3a00MKOJTYBame HAa CTPAHUIMTE 33 aBTCHTUKAIMja U
U3BJICKYBambEe Ha TOAATOLH.

Bling SQL unjexuuja: Bux Ha Haraa Ha SQLI mito ja nparryBa 6a3ata Ha OJATOM TOYHH HITH
MOTPEIIHYU TIpaliama U IO OJIpelyBa OJATOBOPOT BP3 OCHOBA HA OATOBOPOT Ha aIrlTMKaIlMjaTa.
OBoj Hamaja 4ecTo ce KOPUCTU Kora Bel — aridKalujata € KOHQUrypupaHa Ja MpUuKaxyBa
TeHEePUYKH TIOPAKH 3a TPEIIKH, HO He IO yOsIaXkuia KoJoT mTo € pannuB Ha SQL nHjeknunja

Union query: Bo oBoj Bu Ha Hamaj, HanaradoT ro kopuctu oneparopot Ha UNION 3a na ce
MIPUKITYYH Ha 3JI0HAMEPHO Oapame 10 OPUTHHATTHOTO Oapame, 103BOJIyBajKH My Ha Hararaqyot
7a TH 100ue BpeJHOCTHE Ha KOJIOHUTE Ha IPYTUTE TaOelu.

Piggy-backed query: Bo oBOj Bua Ha Hamaja, HamaradoT WMa Hamepa Ja HWHjeKTHpa
JIONIOJTHUTEHN NpebapyBama 3a Jla M3BJIeYe MOJATOLM WM Ja U3MEHH/10/1ajle MOJaToIH.
HamaraunTe wHjekTHpaar TOMOJHUTENHH MpedapyBamka HAa OPUTHHAIHOTO TMpedapyBame U
kako pesynrtat, DBMS nobusa neeke SQL npedapyBama.

3auyBanu nporeaypu: Hanmarauot uma 3a 1ien na npepaboTyBa 3a4yBaHUTE MPOIEAYPH KOU CE
Beke 3auyBaHU BO 0a3aTa Ha mojatoiu. [Ipuroa, moBekero mocTojHU 6a3M Ha MOJATOIHU CE
NpomurpeHnu CO CTaHAApJACH CCT Ha HMIUICMCTHUpPAaHU q)YHKHI/II/I HapC€UCHU CKJIIaJupaHnu
MpOLEAYypH KOM OBO3MOXKYBaaT AYypU U HHTEpaKIMja CcO OMepaTUBHHOT cuctem. OBue
3a4yBaHu IMpouncaypu reHpajiHo ro I/I36GFHYBaaT MOBTOPHOTO MNUINYBAIKLC HA CTaHAAPIHU

GbyHKIIH.

AnTepHaTUBHO KoJMpame: Bo anTepHaTHBHOTO KOIMpambe, HamarayoT ce 00uyBa Jia ro CKpue
BMETHATHUOT TEKCT CO LIS Oa n3berue OTKpHUBAKE CO )Ie(l)aH?;I/IBHI/I IMPAKTHUKH 3a KOOAUPAKLE U
TEXHUKU Ha aBTOMAaTcKa mpeBeHnuja. [loTouHo, anTepHaTUBHUTE KOJAUpPamba OBO3MOXKYBaaT
TEXHUKU CO KOM HarmarayuTe I'M U30erHyBaaT KOHTpaMEpKUTe 3a OTKpuBame. OBUE TEXHUKHU
Ha 3aTajyBame Ce INPOKO KOPUCTEHU O] HATPAIHUKOT, 3aT0a ILTO THE 3HAAT JIeKa MOBEKETO
IDS 10 ckenupaar OapameTo 3a OJpeNeHU MO3HATH ,,JIOUIM KapakTepH', Kako LITO ce
€IMHEYHUTE TTOHY/H.
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Heneramuu/mornuko HerouHu TmipebapyBama: Bo HemeraaHo HETOYHH TmpedapyBama,
HararadyuTe MMaaT HaMepa Jia BHecaT MaHUIYJIMpaH npedapyBad Bo Oa3aTa Ha OJATOIM 32 J1a
reHepHpaar mopaka 3a rperika Koja Coap>XKu HEeKoM WHPOPMAIIUHU 3a TIPUYHMHATA 33 TPEIKara.

Banuaupame Ha mogarouure

HajBakeH coBeT 3a 3alTuTa O/ Harma U co BMEeTHyBame Ha SQL ko € 1a ce Baiuaupaar CUTe
MOJIATOIM KOWIITO KOPHCHUKOT K€ TM BHece. BCyIIHOCT, mpocienyBame Ha BHECCHUTE
MOJIaTOIM KOH 0a3aTta cO M0JaToIi, 03 HUBHA MPETXOHA BaJlUalllja, OBO3MOXYBa Hamaau
co BMeTHyBamwe Ha SQL ko nypu v Ha HamaradyuTe amatepu. Bo mpojomkeHue ce HaBeIeH!
HEKOM COBETH BO BPCKa CO MPOBEPKUTE Ha MOJATOLMTE MpeA Ja ce ImpocienaT Ha 6a3ara co
MOJIATOIH:

[IpoBepka Ha moxaroruTe Ou Tpedaso a ce mpaBu Ha cepBepckaTa crpaHa. MiMeHo, JoKoIKy
MpOBEpKaTa ce W3BPIITYBa HA KIMEHTCKATa CTPaHa, HalmaradoT MOKe €JHOCTABHO Ja ja Jo0ue
BeO cTpaHara kako “.html” garoreka u na ro mpepa®oTH AETOT CO KOJAOT KaJe IITO Ce MPaBH
nmpoBepkara. [locie Toa Hamarador MOXKe Ja ja cTaBH BeO CTpaHaTa JIOKAIHO M Jia Tpaka
MpamaiHuIy 0e3 mpuToa THe MpAIlATHUIIY J]a ce TPOBepyBaar.

Jla ce mpunaroad TUIIOT HAa TMOAATOIM KOj ce ouekyBa. Ha mpumep, mpoBepkaTa Ha
KOPHUCHUYKOTO UME € Pa3JIn4Ha O] IMpoBepKaTa Ha OPOjOT HAa KpeAWTHATA KapTHUIA KOWIITO
KOPHCHHMKOT TM BHECyBa INPU HMHTEpPHET KynuBameTo. Kaj mpoBepyBameTo Ha OpojoT Ha
KpeAuTHaTa KapTulla, Tpeba /a ce MpoBepU Jajli HAaBUCTHMHA CUTE BHECEHU KapaKTepu ce
OpoeBu. Jloneka Kaj mpoBepkaTa Ha KOPUCHUYKOTO MME TaKBa MPOBEPKA HEMa CMHUCIa, 3aT0a
IITO KOPUCHHUYKOTO UME MOXKE JIa C€ COCTOM O]l OYKBH, OJ1 OpPOEBH, OJ CIICIIUjaJIHU 3HAIIH.
JIokonKy AOOMEHUTE KapakTepu He OJAroBapaaT Ha OYEKYBAHHUOT TUI Ha MOJATOLM, TOTAII
MPaIIaTHIKOT HE CMee J]a ce TPOoCyeId KOH 0a3ara co MOJaToIH.

[TpoBepka Ha OpojoT Ha KapakTepuTe. JloKOJIKY OpojoT Ha KapaKTepH BO MOJIHHATA 32 BHEC HA
MOJIATOIM HE € OTPaHUYEH, TOTall € MOTPEOHO J1a ce MPOBEPU KOJIKY KapaKTepH MMa BHECEHO
KOpUCHHUKOT. [Iperonem Opoj Ha BHECEHM KapaKTepH MOXE Ja yKaXyBa Ha MOTEHIIMjalIeH
HanaJ. Ha mpumep, mo3HaTO € KOJKY KapakTepu COAPKHU OpOjoT Ha KpeluTHaTa KapTHlla.
Jlokonky OpojoT Ha KapakTepH IITO K€ T'M BHECE KOPHUCHHMKOT ro NpeMUHYyBaaT Toj Opoj,
IpalIaJHUKOT BO 0a3aTra co mojarouud He OM cMeen nga ce u3BpuM. JJomomnutenHo, 100
KapakTepyd BO KOPHCHUYKOTO MME HCTO Taka Tpeba Ja Mpeau3BHKaaT COMHEX JeKa € Toa
peryiapeH BHeC Ha I0/IaTOLIH.

[IpoBepka Ha HaBogHUIM. Bo moBekeTo ciyyan KOpUCHULIMTE HEMAAT NOTpeda 01 BHECYBAHkE
Ha HaBOJHUIM (€AMHEYHU WIN AYIUIN). 32 pa3iuKa Of HUB, HallarayuTe KOpUCTaT HaBOJHHUIIU
BO CBOUTE HamaJy, Kako IITO € IMOKa)XXaHO IMPETXOJHO BO MPETXOJHHOT Ael. 3apaad Toa €
n00pa IMmpakca Jia ce HallpaBM MpOBepKa JaJId MOCTOjaT HaBOJHMILM Ipen Ja ce oOpabortar
BJIE3HUTE MOJATOLH OJ1 KOPUCHUIIUTE.

[IpoBepka Ha mocTtoewe Ha npouenypu. [Ipouenypure mMoxe na UM OMJAT Ha Hamaradyute
MHOT'Y KOpUCHHM anatku. JJokosiky ce kopuctu 6a3za co nogaronu Microsoft SQL Server, ce
IpenopayvyBa Ja Cce€ NPOBEpPU IOCTOEHE HAa HHU3aTa ,,Xp “ BO KOPUCHUYKHTE IMOJATOLM.
HuBHOTO mocToeme MoXke Ja yKake Ha oOuJ 3a Hamaja co BMeTHyBame Ha SQL koxa koj ru

KOPHCTH MIPETXO/IHO HAIpaBEeHUTE MpoLeaypH kako Xxp _cmdshell.

185



TexHUKH 32 JeTeKUMja U NPeBEeHIUja

[TpoBepyBau Ha tautology: CraTuukara aHaiaM3a ce KOPUCTH 3a Jia CE CIPEYH HAMajoT Ha
tautology. ApuTMETHUYKUTE U JIOTUYKUTE jAMKH CE KOPUCTAT 3a Jia ce IpoBepu MoxxHata SQL
uHjekuja. Ocodeno, cetor Ha SQL npebapyBama Kou IIporpamara Moske Jja 'l FeHepupa Kako
aBTOMAT cO KOHEYHa cocTojba ce mpubimxau. OBOj METOA HE € MOTO/CH 33 OTKPUBAHkE Ha
npyru Hanaau Ha SQL wHjekmum.

AMNESIA: Texnuka Koja OeTeKTHpa M CIpeyyBa Hamaad co HHjeKTupame Ha SQL.
KomOunupa cratnyka aHaun3a 1 MOHUTOPUHT Ha runtime. OBoj MeTOJ € MHOTY epHKaceH U
edextuBer npotuB SQL nHjektupameTo. Kako npB yekop e uneHTuduKanmja Ha KpUTHIHUTE
TOYKH BO aIIMKALUCKHOT KOJ] ¥ OTOA ce rpaau MozenoT 3a SQL npebapysama. [Tocne cexoja
UACHTU(UKYBaHA KPUTUYHA TOYKA CE MCIIPaKa MOBUK 32 MOHUTOPHHT.

SQL mnposepka: IIpucramor e mnotrBpaeH co SQLCHECK koj mro mpercraByBa
MMIUIEMEHTAllM]ja 3a TOCTaByBambe Ha KOMaHAM 3aHananu 3a uHjektupame. SQLCHECK ce
OlLIEHYBa Ha peaslHu BeO-alIMKallMk CO pEeaHU MOAATOLHM 3a Halagy Kako WHIYT KOW Cce
CHCTEMCKH COCTaBEHHU. BpeMeTpacmhbeTo € KpaTKo ¥ MOXKE Jia Ce MPUMEHU TIMPEKTHO Ha BeO-
aTUTMKAIMK HAITMIIAHA CO YIOTpeda Ha pa3InIHU MPOTPAMCKH ja3HUIIH.

CripedyBame Ha HaIau co 3a4yBaHu nporeaypu: OBoj METOJI ja emuMUHUpA 1mojaBata Ha SQL
HaraJau cO KOMOMHUPAWke Ha CTaTHYKa aHAIM3a, a KOAOT 3a aluldKaldja co BaluJalMja Ha
BPEMETO Ha Tpacke. [ 1laBHaTa 11e71 Ha 0BOj METO/I € J[a Ce CIIOPEIM OPUIHHAIIHATA CTPYKTYpa
Ha SQL wu3jaBa co u3jaBara Koja IITO BKIy4yBa KOpPUCHHYKU MHITYT. KopucTemero Ha oBaa
TEXHHKA MOXe J1a Ore aBTOMaTU3UPaHO U MOXKe J1a Oujie caMo Kora € moTpeOHo.

MamuHCcKo yuyeme: MalnHCKOTO YUeHmhe ce KOPUCTH 3a Ja Ce OTKpHjaT MAaJHIHO3HU BeO
nobapyBama TOOUCHH TPEKY JIOTOBH, KOU YCIIEIIHO OTKPHUBAAT MAIMIIMO3HH JIOTOBH. [10Kpaj
TOA, COBITAlambETO HAa HU3aTa Ce KOPHCTH 3a Ja OATr0oBapa Ha KapaKTEPUCTHKHUTE BO (a3aTa Ha
knacudukanyja. ,,MalmmHCKOTO yU€He Ce 3aCHOBA HA AJITOPUTMHU KOM MOXKAT Ja y4ar Oj
nojmatorure 0e3 1a ce TOTHHpaarT Ha IMporpaMHUpame 3acHOBaHO Ha mpasmia“. Obaa
neduHUIM]a 3HAUM JIeKa MaIIMHCKOTO y4YeHhe € TEXHUKA 3a JIaBame J03BO0JIa Ha MallliHaTa Ja
JIOHECE CBOja OJyTyKa CO UMIUIEMEHTAIlH]a Ha aJITOPUTMHU 32 MAIIMHCKO y4eme 0e3 yrnorpeda
Ha TporpaMuOuIHN KoAoBU. OBa UCTpaxKyBame K€ C€ HACOUYM KOH €JIeH OJ] BUJOBHUTE Ha
MAaIITMHCKOTO YU€H-E, a Toa € HAATIEAyBaHO yUeH-e Urja IITO 11eJ1 € 1a 00e30e/11 TPeIBUIyBabha
3a oTKpuBame Ha SQL nHamagu. HanrneayBaHoTo yueme MOKe J1a ce KaTeropucHupa Kako:

Perpecuja: Ananusza Ha perpecuja € npeaBUIyBame Ha CleAHATa BPEIHOCT Bp3 OCHOBA Ha
CTaTUCTUKAaTa Ha TPETXOJHUTE MOJATOLM 3a TECTOT CO HaOJbyqyBame Ha MPUMEPOKOT.
Wnejara e momaroruTe na OugaT pacnpeneseHu Ha JIMHeapeH rpaduk, 3a J1a ce u3BJeye mpar
0]l aKTUBHOCTHTE 3a J]a C€ PAa3IMKyBa PE3YJITATOT HITO K€ Ce KaTeropu3upa.

Knacudukanuja: TexHukara Ha kiacudukanuja € BUJA Ha HAAIVIEyBaH METOA 3a
KJacupuIupame Ha aTpUOYTOT Ha MOJATOLUTE 3a BpeMe Ha (a3aTta Ha 00yKa, Taka IITO MOXKe
Ia ce kiacuduuupa arpuOyToT 3a cieaHata outyka.OBoj MeTo € 100po Mmo3HaTa TeXHUKA U
HaJIIMPOKO € KOPUCTH Kaj ucTpaxysauute. Ce KOPUCTH OBOj MPUCTAN KaKo KJIacuPHUKaTop 3a
JETeKTOpOT Jla T kinacuduimpa sorosure Ha URL — anpecute, 6e3 pasiuka aaiu UCTUTE ce
ManuIuo3Hu[4].
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3akiay4ox

Hanaaure co BMeTHYBame Ha SQL kox mpercTaByBaar rojema 3akaHa 3a cekoja BeO cTpaHa
Koja KopucTH 0a3a co mogaronu. bpojuu BeO cTpaHu ce HamaJHATH HA BAaKOB HAYMH, a O
HamaJuTe He OWie MOMTENCHW HU “TOJeMHTE” CTpaHU Kako cTpaHute Ha Microsoft nmm
ctpanara Ha MySQL. Co Hanmaaute MOKe a c€ OTKpHjaT OCETIIMBH MOAATOLIH, 1a CE MEHYBaaT
MO/IATOIMTE BO OA3UTE MJIM MaK Ja Ce YHUIITH 11eJia 0aza co mojgaTonu. Hamarador qypu Moxe
Jla My HaIITETH U Ha ONEPaTUBHUOT cucteM. Hekou on HanmanuTe co BMeTHYBame Ha SQL koj
ce camMO BOBEJ BO HEKOM JIPYTU HaIajy, Na 3aToa CIPEeuyBambeTO HA OBUE HAIaIu MOXE Ja
3HAYu M 3alITUTa M O] JAPYrd MOTEHUHUjaTHO MOONacHW Hamaiu. J[oxoiky He € BoBeleHa
HUKAKBa 3alITUTa 0] BMETHYBame Ha SQL ko u Hamarauute 6e3 rojieMo UCKYCTBO MOXKAT Ja
W3BeJaT ycCHelleH Hamaj co HecornemimBu mnocienuuu. Ha WuTepHer moctojat OpojHU
pUMepH Ha 3I0HaMepHO obmukyBaH SQL kKo co Koj MOKe Ja ce KpenpaaT Hanaau. JJokoaky
CTpaHHUIIaTa HE € OCUT'ypaHa cO OCHOBHUTE MPOBEPKH HA KOPUCHUYKHTE BHECOBH Ha MOIATOIIH,
HamaradoT MOXe €THOCTABHO Jla HcKomupa Hekoj o1 SQL koxoBUTe 1 1a Ipoda Jaiid MOXe Ja
u3Bene Hanaa. Co BOBeAyBambe HA OCHOBHUTE MPOBEPKH HA KOPUCHUYKUOT BHEC HA MOJATOIH,
KaKo IITO € MPOBEpPKaTa Ha MOCTOCHE HAa HABOJHHUIIM, 3HAKOT TOYKa-3anmupka win SQL
KJIIYYHUTE 300pOBH, Ha MOBEKETO 3JIOHAMEPHU KOPUCHUIIM JJOBOJIHO M C€ OTS)KHYBA HAIa 0T
3a J]a ce OTKaXKaT O] HeTo. 3a JOIMOJIHUTEIHA CUTYPHOCT MOTPEOHO € /1a ce BOBEAT U3MEHH BO
camaTa 0a3a Co MOJIaTOIM WM Ha CepBEpOT. TakBM M3MEHU CEKAKO Ce MpEernopayvyBaaT, 3aToa
IITO IITEeTaTa MpeAU3BUKaHA CO HAMaJo0T MOXE BO MOTIOJIHOCT Ja ja YHUIITH BeO CTpaHaTa
wim 6a3zara co moparony. Kako u kaj IpyruTe CHrypHOCHHU PaHIMBOCTH, TOTPEOHO € MOCTOjaHO
Jla ce Ha/rJIelyBa CUTypHOCTa Ha cucTeMoT. He € ToBOJIHO eHall 1a ce BOBeaaT U3MEHH U Ja
Ce 3aKJIy4yHu JeKa CTpaHaTa € JOBOJIHO 3amTuTteHa. Hamarauumrte ce c¢ moBeKe CIPEMHU U
MOKPEaTUBHHU, 112 3aT0a U aJIMUHUCTPATOPUTE HA 0a3UTe CO MOJATOLM MOpa MOCTOjaHo Jia T'o
HaJ0TpaayBaaT CBOjOT CUCTEM Kako Ou OWJI OTHOPESH HA HaIaIu KakKo IITO Ce BMETHYBAmE HA
SQL koa.

Co orues 1exa OpKyBamkETO U MOANTHYBAKHETO HA HUBOTO HA CUTYPHOCTA HA alUTMKAIIMHATE U
0a3uTe co MoaaToly € od0eMHa paboTa, 3aToa Tpeba Ja ce aHTaXHpaaT CUTE CTPYKTYPH OJ1
Pa3BOJHHOT THM, KaKO IITO € MPETCTaBEHO, MOTpeOHA € TUMCKa paboTa, 3a J1a MpoTrpaMepuTe
MIPEBEHTUBHO JENyBaaT Ha CUTYPHOCTA, TECTEPUTE J1a T BOOYAT MPOITYCTUTE BO Pa3BOjoOT U Jia
TH TIONpaBaT UCTUTE, U HA KPAjoT aIMHUCTPATOPOT KOj ja OAp>KyBa aruidKalgjara ia ce oopu
CO HAamaJauTe BO peallHO BpeMe, a C€ CO IeN 3apajJu 3rojeMyBalkbeé Ha CHTYpHOCTa Ha
MOJIATOIUTE.
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Abstract

Lighting systems often use square LED panels or spherical luminaires, which may not always have an exactly
symmetrical luminous intensity curve, even if they appear to be symmetrical. A problem with these luminaires can
already arise when measuring luminous intensity distribution curves in a photometric laboratory due to incorrect
symmetry determination. For design reasons, many times it is very complicated or even impossible to determine
the photometric axes of the luminaire in the case of both spherical and square luminaires. This fact may cause a
difference in the angle of rotation of the luminaire in light design software and real lighting systems and thus can
cause a situation that the lighting system does not meet the requirements of standard STN EN 12464-1. Such a
situation is, of course, undesirable and can cause considerable financial losses. Considering the uncertainties of
measuring the parameters entering the lighting system calculation and other influences that cause the difference
between the calculated and measured parameters, it is necessary to oversize the system to a certain extent, but
there is an upper limit defined by Act no. 555/2005 on the energy performance of buildings. This article deals
with the problem that can be caused by an incorrect angle of rotation of the luminaire with an asymmetrical
luminous intensity curve when installing the lighting system.

Key words
LED, Lighting design software, luminaire.

Introduction

When designing lighting systems, it is necessary to respect valid legislative and normative
requirements within a comprehensive set of quantitative and qualitative lighting parameters.
The basic parameters include the illumination and the uniformity of illumination, but the same
importance is attached to the requirements to prevent glare. From the lighting point of view,
spaces with workplaces have a special position in interiors, where it is necessary to create
suitable conditions for the working environment. During the building inspection, the
photometric parameters of the lighting are verified by measurement and must comply with the
requirements of the Decree and the Standard. It is, therefore, necessary to pay increased
attention to the design of lighting. Normative requirements for indoor workplaces are
prescribed by the standard STN EN 12464-1. The lighting system must be in accordance with
Act no. 555/2005 Coll. also efficient and economical. The design and calculation of artificial
lighting are associated with a large number of lighting technical calculations. The aim of this
process is, on the one hand, to determine the power and the total number of luminaires or light
sources and, on the other hand, to verify the required photometric parameters of the
illumination. Proper lighting has a significant effect on the overall focus and speed of object
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recognition. For correct calculation of lighting system parameters, it is necessary to know
sufficiently precise parameters entering the calculation. A critical input parameter for square
luminaires not only in the calculation of lighting but also in the realization of the lighting
system is the luminous intensity curve. An example of a square luminaire that does not have to
have a completely symmetrical luminous intensity distribution curve is shown in Figure 1. [1,
2].

Fig.1. An example of a square luminaire with a not completely symmetrical luminous distribution curve
Luminous intensity distribution curve of square luminaires

The luminous intensity curves are a very important input parameter in the lighting calculation,
therefore it is very important to measure this photometric parameter of the luminaire as
accurately as possible. The basic photometric data of luminaire consist of a set of values of the
luminous intensity in different directions, produced by direct photometric measurements. For
such photometric measurements involving direction, it is necessary to define a spatial
framework around the luminaire. The determination of the intensity distribution of a luminaire
in space involves the use of a coordinate system to define the direction in which the intensity
measurements are made. The system used is a spherical coordinate system with the centre
coincident with the photometric centre of the luminaire. In general, the luminous intensity of
luminaire is measured in a number of planes. Square luminaires intended for indoor installation
are usually measured in a system of planes C. The system of C-planes (see Fig. 2) is a bundle
of planes whose intersection is a vertical line passing through the photometric centre of the
luminaire. C - planes are denoted by angles Cx in the range 0 ° - 360 °. In a given plane, the
directions are determined by angles y in the range 0 ° - 180 ° [3] [4].
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Fig.2. Luminaire orientation for C,y goniophotometry

The first axis usually going through the photometric centre of luminaire and perpendicular to
the light emitting area. The second axis lies within the plane C=0. The third axis is the long
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axis of the luminaire. According to standard 13032-1 + Al, the axis of the luminaire is
determined by the manufacturer or the photometric laboratory to clearly determine the location
of the luminaire in the coordinate system for photometric measurements and for lighting
calculations. In practice, we often encounter that the luminaire manufacturer does not specify
the photometric axes of the luminaire. If specific instructions are not provided, then the plane
containing the lower edge of the luminaire canopy should be taken as one reference and the
longitudinal axis, determined from the outer edges of the luminaire when viewed in plan,
should be taken as the second reference. In the case of square luminaires, there is a problem in
determining the photometric axes of the luminaires. The photometric laboratory may identify
and mark photometric axes before measuring the luminaire. Without such marking of the
photometric axes on the luminaire, it is practically impossible to install the luminaire in a
lighting system with the correct rotate. The measurement of photometric parameters is
performed on 1 sample and it may happen that based on the marking of the axes of this sample
it is not possible to mark other manufactured luminaires of this type. This is due to the use of
optical materials whose directional orientation is not visible. Examples of such materials may
be microprismatic diffusers or opto-mechanical nanostructures [5, 6].

The measurement accuracy is influenced by several possible sources of errors, which can be
caused, for example, by the construction of the measuring instrument (goniophotometer), the
conditions in the laboratory and, last but not least, by the accuracy of the lighting technician.
The last-mentioned fact is closely related to one of the problems of square and spherical
luminaires. The curves of these luminaires may at first glance look like rotationally
symmetrical, and the lighting technician can simply erroneously evaluate that it will be
sufficient to measure only 1 plane C as allowed by the standard STN 13032-2 and subsequently
to make the curve symmetry. Such measurement saves a lot of time but at the cost of
measurement accuracy. As shown in Figure 3, these luminaires may not always have a
luminous intensity distribution curve symmetrical [7, 8].

O co-cizo O co-cieo

1 cso-cam cdf1000im T csoczno d/1000im
O co-cizo [ co-czo

1 cso-como d/1000Im 1 osocom d[1000Im

Fig.3. An example of luminous intensity distribution curve of square luminaires 1-4

Design of lighting systems

The procedure for designing the lighting system is clearly given and based on normative
requirements. The first step of the design is to model a certain space (interior or exterior) with
all the necessary parameters such as the reflectance of surfaces, the positioning of objects and
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windows, and the determination of the maintenance factor. The second step is usually the
placement of computational areas or points, for example at the place of visual activity. In the
third step, the luminaires are inserted into the modeled space. Computing software offers
various luminaire arrangement options:

e rectangular arrangement

e polygonal arrangement

e circular arrangement

e line arrangement

e place individual luminaire

e automatic arrangement for space

In addition to the "circular arrangement" option, all other types of luminaires insertion add the
luminaires to the room so that the angle of rotation about the vertical Z-axis is 0 °. In the case
of square luminaires with an asymmetrical luminous intensity curve, the rotation of the
luminaire shall be determined according to the luminous intensity curve, for example in a 3D
view. This view is shown in Figure 4.

i\ i
Fig.4. a) Luminaires with Z-axis rotation = 0° b) Luminaires with Z-axis rotation = 90°

The previous figures also show that the designer can turn the luminaires in the calculation
software. However, in the case of square luminaires, the resulting rotation cannot be clearly
determined from the lighting system documentation. In the documentation, which is generated
by the calculation software, the arrangement of the luminaires as well as their rotation is usually
mentioned. An example of such output is given in Table 1. The information about the rotation
of a square or spherical luminaire has no telling value since it is often not possible to determine
its axes with this type of luminaire.

Table 1. Information on the position and rotation of luminaires

Luminaire | Position [m] Rotation [°]
X Y z X Y z
1 99 | 104 | 32 0 0 0
2 324 1104 | 32 0 0 0

Figures 5 and 6 show the arrangement of square luminaires. This output is generated by lighting
design software. The images are the same, so it is not possible to determine the rotation of the
luminaire.
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Fig.5. Arrangement of luminaires with rotation about Z-axis = 0 °
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Fig.6. Arrangement of luminaires with rotation about Z-axis = 90 °

Simulation results

To compare the influence of 90° rotation of the luminaires around the Z-axis, simulations were
performed in three calculation software. The visualizations of the rooms in each software are
shown in Figure 7.

Fig.7. Visualisation of modelled room
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A narrow corridor and a wide classroom were modeled in each computational software. The
same dimensions, surface reflectivity, maintenance factors, dimensions and position of the
windows were set in the rooms. Square luminaires were inserted into each project, the luminous
intensity distribution curves of which are shown in Figure 2. A narrow corridor and a wide
classroom were modeled in each computational software. The same dimensions, surface
reflectivity, maintenance factors, dimensions and position of the windows were set in the
rooms. Square luminaires were inserted into each project, the luminous intensity distribution
curves of which are shown in Figure 2.

The calculated parameters were:

e average maintained illumination En
e uniformity of illumination Ug
e UGR

Tables 2 to 8 show the results of the simulations.

Table 2. Calculated parameters of the lighting system in the corridor where was used
the luminaire no. 1

LUMINAIRE 1
Tool 1 Tool 2 Tool 3
7Z=0° | 7Z=90° | A (%) | Z=0° | Z=90° A (%) | Z=0° | Z=90° A (%)
Em (IX) 132 136 2,9 132 137 3,6 129 133 3
Uo () 0,53 0,56 54 0,53 0,57 7 0,51 0,53 3,8
UGR (-) 20 20 0 19,5 19,6 0,5 20,6 20,4 -1

Table 3. Calculated parameters of the lighting system in the corridor where was used
the luminaire no. 2

LUMINAIRE 2
Tool 1 Tool 2 Tool 3
7=0° 7=90° A (%) 7=0° 7=90° A (%) 7=0° 7=90° A (%)
Em (IX) 125 133 6 126 134 6 125 134 6,7
Uo (-) 0,67 0,69 2,9 0,74 0,75 1,3 0,71 0,71 0
UGR (-) 19 23 17,4 18,7 22,2 15,8 21,1 25,1 15,9

Table 4. Calculated parameters of the lighting system in the corridor where was used
the luminaire no. 3

LUMINAIRE 3
Tool 1 Tool 2 Tool 3
7=0° | 7Z=90° A (%) | Z=0° | 7Z=90° A (%) | Z=0° | Z=90° A (%)
Em (IX) 148 145 -2,1 149 146 -2,1 145 142 -2,1
Uo () 0,4 0,34 -17,6 0,4 0,33 -21,2 0,39 0,32 -21,9
UGR (-) 20 18 -11,1 19,7 17,8 -10,7 20,6 18,3 -12,6

194



Table 5. Calculated parameters of the lighting system in the corridor where was used
the luminaire no. 4

LUMINAIRE 4
Tool 1 Tool 2 Tool 3
7=0° | 7=90° A (%) | Z=0° | Z=90° A (%) | Z=0° | 7Z=90° A (%)
Em (IX) 139 126 -10,3 140 126 -11,1 135 122 -10,7
Uo (5) 0,43 0,34 -26,5 0,43 0,33 -30,3 0,43 0,33 -30,3
UGR () 21 17 -23,5 20,1 16,4 -22,6 20,8 18,1 -14,9

Table 6. Calculated parameters of the lighting system in the classroom where was used
the luminaire no. 1

LUMINAIRE 1
Tool 1 Tool 2 Tool 3
7=0° | 7Z=90° A (%) | Z=0° | 7Z=90° A (%) | Z=0° | Z=90° A (%)
Em (IX) 527 525 -0,4 517 515 -0,4 522 523 0,2
Uo () 0,67 0,67 0 0,64 0,64 0 0,82 0,85 3,5
UGR (-) 19 19 0 18,7 19,5 4,1 20,2 20,9 3,3

Table 7. Calculated parameters of the lighting system in the classroom where was used
the luminaire no. 3

LUMINAIRE 3
Tool 1 Tool 2 Tool 3
7=0° | 7Z=90° | A (%) | Z=0° | Z=90° A (%) | Z=0° | Z=90° A (%)
Em (IX) 524 521 -0,6 515 517 0,4 553 550 -0,5
Uo () 0,63 0,66 4,5 0,65 0,62 -4,8 0,81 0,72 -12,5
UGR (-) 16 17 59 16,7 16,9 1,2 19,9 22,3 10,8

Table 8. Calculated parameters of the lighting system in the classroom where was used
the luminaire no. 4

LUMINAIRE 4
Tool 1 Tool 2 Tool 3
7=0° | 7=90° A (%) | Z=0° | 7Z=90° A (%) | Z=0° | Z=90° A (%)
Em (IX) 605 608 0,5 593 597 0,7 580 588 1,4
Uo (-) 0,71 0,65 -9,2 0,69 0,59 -16,9 0,79 0,89 11,2
UGR (-) 18 19 5,3 18,5 18,5 0 19,4 19,3 -0,5
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Conclusion

From the calculated values it follows that the rotation of the square luminaire by 90 degrees
has a significant influence on the calculated parameters of the lighting system. The biggest
change in average maintained illumination was achieved with the luminaire no. 4 which was
used in the corridor. This change was -11,4%. Changes of the average maintained illumination
in the classroom were minimal. The significant influence of luminaire rotation was on
parameter UO too. In the corridor, there was the biggest difference of this parameter after
turning the luminaire by 90 degrees - 30.3% and in the classroom -16.9%. The UGR parameter
was also influenced by changing the rotation of the luminaires around the Z-axis. The biggest
change in UGR was recorded in a narrow corridor where there was a difference 23,5%. The
results show that the designer must also consider the possibility that the lighting system will
be realized with luminaires turned 90 degrees. Especially for square and spherical luminaires
where it is not possible to determine the longitudinal axis of the luminaire, the designer should
verify the effect of the rotation of these luminaires. The consequent financial costs associated
with rotating the luminaires in the finished lighting system can be high.
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Abstract

At present, there are lights on the market that are capable of emitting white light with an adjustable correlated
color temperature. The advantage of these luminaires is the possibility of changing the correlated color
temperature, for example, due to a change in the function of the room in which they are installed, with no
replacement of the lamps. The disadvantage of such a correlated color temperature setting is that this setting is
performed directly on the luminaire and it is not possible to set the correlated color temperature with the control
system. When changing the color temperature, in most cases, it is undesirable to change the other photometric
parameters. In this paper, attention is paid to changes of the photometric parameters caused by changing the
correlated color temperature.

Key words
LED, correlated colour temperature, luminous flux, tunable-white

Introduction

In the past, the colour temperature was fixed to a light source. Tunable-white lighting is one of
the biggest trends in commercial lighting. Emerging studies on health, comfort, and
productivity suggest that being able to change, or tune, the colour temperature of a light source
to match the needs of the application, event, or occupant preference has significant benefits.
Luminaires with switchable correlated colour temperature are determined where the future is
expected a change in the functionality of the room. Sometime in the future, you might have
plans to redecorate your living room and go from an ordinary, homely ambient tone to
something whiter and more modern. Rather than replacing all of your lights to keep up with
their new environment, you just change their colour temperature and keep them. When
changing correlated colour temperature, it is expected that other photometric parameters will
change only minimally. Luminaire manufacturers often indicate photometric parameters for
only one correlated colour temperature. Change of photometric parameters can be dependent
on the method used for changing correlated colour temperature and installed light sources [1].

Methods used to change the correlated colour temperature

There are several methods used to change the correlated colour temperature. Each method has
its advantages and disadvantages. Selecting luminaire with a suitable method of change
correlated colour temperature is the designer's job and depend on the function of the room.

e Tunable whites use color mixing
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Standard LED color-mixing uses red, green and blue channels that are adjusted to deliver the
entire range of the color spectrum. Tunable-whites work in a similar way, using a number of
controllable channels to adjust the color temperature of the luminaires white light output. The
channels in a tunable-white system all produce white light, but with varying colour
temperatures, from a warm tone to a cool tone. [1]

e Simple system use two or more lines of LEDs
The most basic tunable linear systems use LED strips mounted side-by-side. One channel has
a correlated colour temperature close to 2700K, with the other one has correlated colour
temperature around a 6000K. The LED strips can be mount inside an aluminium extrusion
fitted with an opal diffuser, which does the colour mixing as the light passes through it [1].

e Multi-chip versions do the mixing at chip level
More products are using ‘multi-chips’ where a number of tiny LED chips are combined into
the same module. This means that the color mixing occurs as the light leaves the module. Their
very small size means that tunable-white products can be made much smaller. These multi-
chips tend to have a higher performance specification than the individual LED strips [1].

Changing the color temperature is done differently on each luminaire. Some luminaires with
switchable correlated color temperature are adjustable by small dip switches that are located
either on the front or on the back of the luminaire. Also known as CCT (correlated colour
temperature) adjustable downlights, these types of lights provide you with the ability to change
the colour temperature. Within one downlight, you have multiple colour temperatures that
range from warm white to cool white. The variation of colour temperature ranges from each
brand. The dip switch design should be called CCT select-able. The luminaire with dip switch
is shown in the figure 1 and 2. Luminaires with a switch in the front have the advantage that
the user is able to make a colour change. Luminaires with a switch located at the rear can have
a more attractive design, but to switch correlated colour temperature is necessary to remove
the luminaire [1] [2]. Figure 3 shows a typical spectral radiant flux distribution curves of LEDs
used for adjusting correlated colour temperature.

Fig. 1. Luminaire with dip switch on the front
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Fig. 2. Luminaire with dip switch on the back
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Fig. 3. Spectral radiant flux distribution curves
Measurement

Devices under test were luminaire with switchable correlated color temperature. The
luminaires use three lines of LEDs with different correlated colour temperature. Switching
between correlated color temperature was performed by the dip switch placed on the back of
the luminaire. Measurement of luminous intensity distribution curves was measured on the far-
field goniophotometer. The goniophotometer used for the measurement is shown in figure 4.
Luminous flux was measure in photometric integrator spherical with a diameter of 3 meters.
Photometric integrator spherical is shown in figure 5. The measurement was performed
according to STN EN 13032-4 - Light and lighting - Measurement and presentation of
photometric data of lamps and luminaires. Part 4: LED lamps, modules and luminaires [3].
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Auxiliary lamp

The measurement results are shown in tables 1, 2 and in figures 6, 7 and 8.

Expanded uncertainty of measurement is shown in table 3. The reported expanded uncertainty
of measurement in table 1 is stated as the standard uncertainty of measurement multiplied by
the coverage factor k=2, which for a normal distribution corresponds probability of
approximately 95%.The standard uncertainty of measurement has been determined in
accordance with EA-4/02 [4].

Table 1. Measurements results |

Measured parameters

Tested samples Ra[] CCT [K] ] effIi_CL;TylrEIor:]J}sW ]
LED 1/ 3000K 82 2858 959 58,96
LED 1/4000K 88 3905 1223 80,67
LED 1/ 6000K 87 5937 1104 67,44
“manutactrer | ” %0 - 1200 :
LED 2/ 3000K 83 2796 431 50,68
LED 2 /4000K 87 3738 521 65,06
LED 2/ 6000K 87 5425 491 58,05
e a0 - -
LED 3/ 3000K 82 2836 914 54,87
LED 3/ 4000K 87 3865 1137 71,07
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Measured parameters
Tested samples Luminous
Ra[] CCT K] glim] efficacy [Im/W]
LED 3/ 6000K 86 5970 991 57,3
Declared by the
manufacturer > 80 i 1200 i
LED 4/ 3000K 83 2889 1663 69,34
LED 4 /4000K 88 3910 2012 90,72
LED 4/ 6000K 87 6231 1742 72,52
Declared by the
manufacturer >80 i 2000 i
Table 2. Measurement results 11
Power of Correlated colour temperature of luminaires
tested samples 3000K 4000K 6000K
LED1 P[W] 16,27 15,16 16,37
LED 2 P[W] 8,51 8,01 8,46
LED 3 P [W] 16,66 16,01 17,11
LED 4 P[W] 23,99 22,18 24,02

[J coco

™71 coo-czmo

cd/1000lm

Fig.6. Light distribution curve / CCT=3000K

[ cociao

™1 cao-cam

cd/1000Im

Fig. 7. Light distribution curve / TCC=4000K

[ cocaso

™1 caocam

cd1000Im

Fig. 8. Light distribution curve / TCC=6000K

Table. 3. Expanded uncertainty of measurement
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Parameter Expanded( ;:é:)ertainty u
¢ [Im] 7,5%
PIW] 1,0%
Ra [-] 2
TCC [K] 200K
Luminous efficacy [Im/W] 6,6%

Simulations in software Dialux evo

The problem that may occur when using the photometric parameters specified by the
manufacturer is described in this chapter. Photometric parameters of the luminaires with
switchable correlated colour temperature are often given for only one correlated colour
temperature or generally for the luminaire. The measurement results in the previous chapter
show that the photometric parameters are different for each correlated colour temperature. In
our case, the parameters declared by the manufacturer correspond to the measured parameters
only at a correlated colour temperature of 4000K. The problem that arises from the above is
shown in simulation in the Dialux software. The office visualization used to compare
simulations is shown in figure 9. The office project has been designed according to STN EN
12464-1 Light and work lighting. Part 1: Indoor work places [5]. In the first design, were used
luminaires LED 4 with a correlated colour temperature of 4000k because of their photometric
parameters correspond to photometric parameters declared by the manufacturer. The number
of luminaires and their location are chosen to meet the lighting requirements of the
aforementioned standard. In the next designs, the luminaires were replaced with luminaires
with another correlated colour temperature without changed place and number of luminaires.
The simulation results are shown in table 4.

Fig. 9. Office visualization in Dialux Evo 8
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Table 4. Calculated parameters with Dialux software

Correlated colour temperature Required
Calculated parameters of luminaire argmeters
3000K | 4000K | 6000K | P
Vertical illuminance of visual task E, [IX] 457 549 478 > 500
Vertical Illuminance of surrounding area [Ix] 457 551 479 > 300
Vertical Illuminance of backround area [Ix] 435 526 456 > 100
Uo [IX] 0,88 0,89 0,88 >0,6
Conclusion

The main advantage of luminaires with switchable correlated colour temperature is that you do
not depend with one colour temperature and you can change it depending on the function of
the room. Providing you with the flexibility to make a change whenever you want to. Without
needing any electricians and without any additional costs. When designing the lighting system,
the designer must consider that during the operation the lamps will changing the correlated
colour temperature and thus the other photometric parameters as a luminous flux and colour
rendering index. The measurement results show that the change in luminous flux can be more
than 20%. The manufacturer of the samples tested gave uniform photometric parameters for
all correlated colour temperature however it is necessary to specify the photometric parameters
separately for each correlated colour temperature. As figures 6, 7 and 8 show light distribution
curves did not change their shape when changing correlated colour temperature. The shape of
the light distribution curves does not change due to the use of a microprismatic optical system
and a suitable LED lines layout. The simulation results confirmed that the designer must not
rely on the photometric parameters declared overall for the luminaire with switchable
correlated colour temperature.
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Abstract

This paper deals with two currently very important energy issues, the increase of energy efficiency and
sustainable energy development. For living standards, street lighting is unavoidable conformity that, in general,
consumes a significant amount of electric power due to prolonged utilization period, and many lighting sources
with significant-rated power and modest life expectancy.

In this paper, the authors proposed the replacement of the existing street lighting system of the part of the city
of Shtip with a new, energy-efficient, and environmentally friendly, and energy sustainable system. The proposed
system utilizes renewable solar energy sources and the replacement of the existing and obsolete streetlight bulbs
with new and highly efficient light bulbs based on LED technology. The comparative analysis is given from
technological and financial viewpoints proving that this new system could easily repay investments in the period
less than two years. Although the initial investments might look too large, the operation and maintenance of the
proposed system including payment for consumed electricity justify not partial, but replacement of the entire
city street lighting system.

Keywords: renewable energy sources, solar energy, street lighting, LED bulbs

Introduction

The gradually growing requirement of energy and the limited resource of traditional energy
sources has become a challenge for both developed and developing countries. Until now,
people around the globe depend on fossil fuels for their energy needs. Fossil fuels are limited
in amount, expensive, and polluting the environment. Therefore, a lot of research and
developments have been proposed to solve those serious problems. One of the ways is to utilize
renewable energy resources. Such resources are free of cost and available in abundance. Solar
energy is the amplest, direct, and clean form of renewable energy. Total solar energy absorbed
by the Earth is about 3,850,000 (EJ) in one year, which is even twice as much as all the non-
renewable resources on the earth found and used by a human being, including coal, oil, natural
gas, and uranium. [1], [5].

Taking this idea into consideration, we are proposing the replacement of the existing street
lighting system of the part of the city of Shtip with a new, energy-efficient, and environmentally
friendly, and energy sustainable system. In this project, we are incorporating an “all-in-one”
light monitoring system. [3], [2]

A solar street lighting system is a system consisting of LED lamps, and they can be dimmed or
illuminated to any certain level depending on the user’s profile. The following are some of the
present advantages of the use of solar street lighting over conventional lighting: [9], [10].
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80% less energy use in addition to savings from high-efficiency lamps.
50% or more savings per year in operating and maintenance costs.
Better living environments with more reliable and safer lighting.

vV V VYV V

The ability to mix lamp technologies to suit the needs of the city and accommodate new
lamp types.

» A tremendous reduction in CO2 emissions.

» Longer lifespan of LED lamps compared to HPS lamps.

» Does not take any time for dimming and it is an instant process.
The solar street lighting system also has disadvantages which are as follows:

» The higher initial investment cost for upgrading from conventional lamps to LEDs.
1. Literature review

Macedonia has a very favorable geographical position where solar irradiation is large and
convenient for installing solar systems for the use of solar energy, but unfortunately, it is rarely
used. With about 280 sunny days per year and about 1,500 kWh/m? of solar irradiation,
Macedonia is one of the countries with the highest solar irradiation in Europe, but not in the
countries using that energy the most. For example, Germany and Austria produce 100 times
more electricity from solar energy, though they have 30-40% less solar irradiation compared
to Macedonia [13].

The Municipality of Shtip is in the central-eastern part of the Republic of Macedonia between
41°31'15 " and 41°44"25 " north latitude and 22°10 'and 22°13' east longitude. The area of the
Municipality of Shtip is characterized by increased duration of the solar irradiation. On
average, there are 2,370 sunny hours per year or an average of 6.5 sunny hours per day. The
maximum number of sunny days is observed in July and the minimum in December. The
distribution of sunny days and other meteorological data for this region are given in Table 1,
[13].

Table 1: Meteorological data including solar insolation at the location of city of Shtip [13]

Shtip

Masedonia [ TN TRV v VIV v IX X X1 Xl
Insolation
[KWhim?/day] 169 233 331 409 520 614 638 558 409 = 266 169 137
Clearness, 0-1 044 | 044 | 045 043 048 053 057 0.56 0.50 044 | 040 040
Temperature,’C 265 -0.89 370 926 1476 1852 2101 2106 1637 = 1036 = 3.68 -L6
Windspeed, m/s 412 424 402 389 351 333 357 357 367 392 393 421
Precipitation, mm 34 33 38 42 61 53 1 36 35 23 55 4
No. of Wet days 89 90 96 106 119 96 67 6.4 5.6 71 92 103
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Fig. 1: Average kwh/ m? per day by months of 2016, the city of Shtip [13]
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2. Data collection and analysis
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In this project, we are investigating the potential replacement of the existing street lighting
system at the central part of Shtip with an energy-efficient photovoltaic (PV) LED lighting
system. This street represents the city/center area, along the river Otinje. Besides this part are
the building of the Municipality of Shtip, Basic Court Shtip, Rectorate of UGD, Hotel Oaza,
and many other buildings and institutions, where there is constant movement and where the
conditions for the street lighting should be without any defects and interventions and to be

constant in function [4].

Fig. 2. Aerial view of the location under investigation.

Source: http://www.google.maps.com

Table 2: Basic data for the investigated location.

Street

Poles

Lamps

2,030m length

68 poles;

Height 10m each;
Distance between them: 30m

68 lamps;

HPS = 23 (400W)

Mercury bulbs = 45 (250W)
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3. Technical data for the SSL system under investigation

For replacing the existing traditional solar lighting system based on mercury/HPS lamps, we
are providing LED lamps with solar panels and battery attached or built into it, shortly called
solar street lighting system (SSLS).

The proposed high-quality LED lamps powered by a solar panel shown in Fig. 3, are made of
high-quality materials and can be rotated and adjusted according to local needs, i.e., to be in a
position where most of the day the sun's rays can fall on it. Other main properties of this
streetlight system are: [14]

» Connector for rain protection - Aluminum cable output screw with a rubber plug, 2-
level water protection that allows the lamps to withstand even the heaviest rain for a
long period.

» Solar panels are made of high-quality material with a lifespan of about 25 years.

> Diamond Reflector - a glossy base that is made of light aluminum material and at the
same time increases the light intensity by 30%.

> Li LiFePO4 battery - a very durable battery. About 2000 times charge and discharge
cycle, 4 times more than lithium battery, 8 times more than a lead-acid battery.

Fig. 3: Proposed LED street lights with solar panels.

Source: http://www.minsenslight.com/sale-12389543-remote-control-integrated-solar-led-street-light-50w-
100w-200w-300w-longlife.html

The main technical characteristics of the proposed equipment for this SSLS system are given
in Table 3: [6], [7], [14].

Table 3: Technical data for the proposed SSL system including solar panels.

Model MINSENS MS 32 C - 50W
Lamp 50W
Solar panel High-efficiency polysilicon Solar Panel — 6V 20W
Lithium iron phosphate build-in battery LiFePO4 battery — 18AH
Lighting angle 120 degrees
Number of working hours 12-14 hours per day
Battery discharge time 3-5 days without sun
Lamp life expectancy 50,000 hours
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Operation at low/high temp. From -20 to 60

Battery charging time 6-8 hours
Price 115euro / 7049.5denars
Guarantee provided 3 years

According to the principle of the photovoltaic effect, these solar panels receive solar radiation
during the daytime and then convert it into electrical energy through the charge and discharge
controller, which is finally stored in the battery. When the light intensity is reduced to about
10 Ix during the night and the open-circuit voltage of the solar panels reaches a certain value,
the controller has detected voltage value and then acts. The battery offers the energy to the
LED light to drive the LED to emit visible light in a certain direction. Battery discharges after
a certain time passes, the charge and discharge controller will act again to end the discharging
of the battery to prepare the next charging or discharging again [6], [8].

J

Solar Panel

LED o

B

I 5

Charge
Controller Battery

Fig. 4: Basic operation principle of the proposed street lighting system.

Source: https://www.elprocus.com/solar-powered-led-street-light-control-circuit/

4. Project economics
Table 4 presents the cost for the operation of the existing (traditional) lighting.

Table 4: Existing cost for operation of the existing lighting system.

Traditional street Consumption Costs
lighting Quantity [kWh] Annual
consumption Monthly / Annual
Mercury lamps 45 (250W) 3.37/41.06 MWh 228,307.5 MKD /3,724.4 euro
HPS lamps 23 (400W) 2.76 / 33.58 MWh 186,704.8 MKD / 3,045.7 euro
Maintenance & 57,120 MKD / 931.8 euro
repairing
Total 68 lamps 74.64 MWh 472,132.3 MKD /7,701.9 euro

We can see from Table 4, that the annual consumption and costs from traditional street lighting
are 74.64 MWh, or 472,132.3 denars (app. 7,701.9 euro). These costs are constant each year
with changes in the amount of app. 1-2%. due to year-by-year changes in the maintenance &
repairing costs.
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To be able to make a comparison and calculate what is a difference between the existing
traditional street lighting system and our new proposed SSL, we projected that in the last 3
years there was already installed our new SSL system [4].

Data from our research, e.g., number of sunny days, sunny hours, and rainy days in Shtip in
the last 3 years, have been considered and it has been calculated how many days per year we
will need electricity from the distribution network. The estimated data is presented in Table 6,
including the initial investment cost for the replacement of the existing street lighting system
with the proposed SSL system in 2018.

Table 5: Projected operation characteristics for the newly proposed lighting system.

2018 2019 2020
Duration Duration Duration
Sunny  Sunny Sunny  Sunny Sunny  Sunny
of the of the of the
days  hours days  hours days  hours
day day day
January 23 200 10 14 117 10 25 250 10
February 15 138,5 11 22 170,5 11 21 237,5 11
March 10 229 13 26 286 13 13 175,5 13
April 13 3365 14 18 297 14 16 216 14
May 18 378 15 14 333,55 15 15 247 15
June 16 347 15 13 3345 15 7 232,5 15
July 22 378,5 15 15 347 15 14 278,5 15
August 27 387,5 13 24 377 13 18 3475 13
September 29 305 12 19 279 12 22 285 12
October 26 251 10 25 224 10 22 274 10
November | 29 187 9 16 145 9 26 327 9
December 24 2095 9 16 140 9 17 257 9
Table 6: Estimated data for the proposed SSL system.
SSL System 2018 2019 2020
Number of days the system needs 15 1 1
electricity from a distribution network
Annual consumption [KWh] 669.39 608.6 489.59
3,705.15 MKD 3,383.85 MKD 2,722.17 MKD
Annual cost (60.44 euro) (55.2 euro) (44.4 euro)
. . 479,366 denars
Procurement & installation cost 7820 euro / /
483,071.15 MKD 3,383.85 denars / 55.2 2,722.17 denars / 44.4
Annual total cost (7,880.55 euro) euro euro

Table 7: Cost comparison between both street lighting systems for three years period.

2018 2019 2020
483,071.15 MKD 3,383.85 MKD 2,722.17 MKD
Proposed SSLS
(7,880.55 euro) (55.2 euro) (44.4 euro)
) 472,132.3 MKD 472,132.3 MKD 472,132.3 MKD
Conventional SLS
(7,701.9 euro) (7,701.9 euro) (7,701.9 euro)
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Difference: -10,938.85 MKD 468,748.4 MKD 469,410 MKD
(- loose, + gain) (-178.4 euro) (7,646.7 euro) (7,657.5 euro)

8000 1

7000 1

6000 1

5000 1

4000+

3000

2000

1000+

2018 2019 2020

@ Current street lighting system Ml Solar street lighting system

Fig. 5: Comparison between conventional (existing) SLS and the proposed SSLS for a projected period
of 3 years including initial investments during the first year.

5. Conclusions

According to all projections, analyzes, and calculations, one can see that our proposed SSLS
in place of the traditional sodium and mercury bulbs, is a very good investment.

The proposed SSL system provides the following benefits:

1. Reduce electricity consumption, and thus bills will be lower. This means that the funds
can be saved or reallocated to other purposes.

Reduce the percentage and frequent breakdowns, and thus dark and unsafe streets.

Increased Street safety. In addition to traffic safety, reducing traffic accidents also
reduces the number of thefts due to good lighting.

4. Significantly reduced the number of emissions of polluting particles, and thus cleaner
air in the winter, where there is a lot of polluted air due to heating and exhaust fumes
from cars.

Speaking about the investments, the Municipality of Shtip can easily manage and deal with this
whole project. In respect of funding the project, the Municipality of Shtip can afford this
investment. Additionally, there are other ways for partial or entire financing this project such
as NGO’s grants, various Embassies, and other international organizations that approve
funding for projects related to the use of renewable energy and solar energy, or through a
public-private partnership, as is the case for some other cities in Macedonia for such and similar
projects realized in the past.
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Abstract

Going nano means not only the size of a matter will be reduced but also the matter can be manipulated on the
molecular and atomic levels. As a result, it will bring many benefits. In the case of a nanoparticle or a quantum
dot, for example, reducing the size will increase the surface activity and induce unique quantum effects (e.g.,
confinement of electrons or photons by controlling the densities of electron states or photon states). This in turn
will lead to unprecedented electronic, optical, and magnetic properties of the nanoparticle and quantum dot.
Furthermore, the ability to arrange and rearrange atoms and molecules at will in a material will help render
novel physical and chemical properties for the material. In today’s definition, biosensors are analytical devices
that combine a biological-sensitive element with a physical transducer to selectively and quantitatively detect the
presence of specific compounds in a given biological environment. The biological-sensitive element consists of
biological receptors (as probes) made of molecular species such as antibodies, enzymes, or nucleic acids for
binding the target analytes, and the physical transducer is for converting the biological recognition or binding
event into an electrical or optical signal. Thus, from a material’s viewpoint, today’s biosensors consist of two
major components: an organic part as the sensitive element and an inorganic part as the transducer element.
Many progresses have been made in the development of lab-on-a-chip microscale devices, and surely these
devices will become more compact and more functional with higher sensitivity, specificity, and reliability in terms
of sensing and with higher controllability in terms of drug delivery as the field of nanobiotechnology advances,
but full-fledged autonomous systems of biosensors for drug delivery applications may still be years away.
Currently, the development of biosensors for drug delivery takes a slightly different route. As discussed in the
Introduction, drug delivery systems have been evolving from the totally passive drug-carrying vehicles of the first-
generation systems, the environmental-sensitive drug-carrying vehicles of the second-generation system, to the
target-specific and bioactive drug-carrying vehicles of the third-generation systems. Following this route, one
can see that by adding sensitive components to the drug delivery systems, integrated capabilities of biosensing
and drug delivery can be realized. Thus, it is conceivable that the next-generation drug delivery systems could be
biologically sensitive drug-carrying vehicles incorporated with an underlying transducer (e.g., optical or image
based) for signal detection and communication. This route may eventually converge with the lab-on-a-chip route,
leading to an autonomous system with both the diagnostic and therapeutic functionalities. But for now, one of the
challenges in developing biosensitive drug delivery vehicles is to devise drug carriers that are biocompatible,
resistive to biodegradation, resistive to host inflammatory and immunologic responses, and sensitive to specific
targets, among other things. In addition, the drug carrier constructs should be highly effective in prolonged drug
retention, especially for water-soluble drugs. Biological constructs such as liposomes are potentially good drug
carrier materials due to their abilities to protect drugs from degradation and to target the specific site for action.

Key words: analytical devices, biosensors, drug delivery, nano-biotechnology, nanoparticle, physicochemical
properties, transducer.
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1. Introduction

Nanotechnology is not a single technology or discipline but it encompasses various
technologies that crosses sectors, such as nanomaterials, medicine, devices, fabrication,
electronics, communication and energy. It is the ability to measure and to control matter at the
nanometer scale. Nanotechnology deals with the generation and alteration of materials to
nanosize (10° m) [1]. Nanomaterials based biosensors which represents the integration of
material science, molecular and electrical engineering, chemistry and biotechnology can
markedly improve the sensitivity and specificity of biomolecule detection, hold the capability
of detecting or manipulating atoms and molecules, and have great potential in application such
as biomolecular recognition, pathogen diagnosis and environment monitoring.

As per IUPAC, biosensor is defined as “A self-contained integrated device which is
capable of providing specific quantitative or semi-quantitative analytical information using a
biological recognition element which is in direct spatial contact with a transducer element”.
Biosensor is a device that combines a biological recognition element with a physical or
chemical transducer detects a biological product [2]. It is a probe that integrates a biological
component with an electronic component to yield a measurable signal. These biosensors
consists of five components: (1) bioreceptors that bind the specific form to the sample; (2) an
electrochemical interface where specific biological processes occurs giving rise to a signal; (3)
a transducer that converts the specific biochemical reaction in an electrical signal; (4) a signal
processor for converting the electronic signal into a meaningful physical parameter and finally
and (5) a proper interface to display the results to the operator [3].

Going “Nano” means not only the size of a matter will be reduced but also the matter
can be manipulated on the molecular and atomic levels. As a result, it will bring many benefits.
In the case of a nanoparticle or a quantum dot, for example, reducing the size will increase the
surface activity and induce unique quantum effects (e.g., confinement of electrons or photons
by controlling the densities of electron states or photon states). This in turn will lead to
unprecedented electronic, optical, and magnetic properties of the nanoparticle and quantum
dot. Furthermore, the ability to arrange and rearrange atoms and molecules at will in a material
will help render novel physical and chemical properties for the material [4]. In the case of
biosensing, at the component level going “Nano” means that the capability to sense and detect
the state of biological systems and living organisms will be radically transformed by the
emerging ability to control the patterns of matter on the nanometer scale. Such a radical
transformation is expected to enable sensing at the single-molecular level and with parallel
detection of multiple signals in living cells. At the systems level, going nano will help decrease
the size of the active sensing element to the scale of the target species (to increase the sensitivity
and decrease the lower detection limit), reduce the required volumes of the analyte reagent,
and minimize the detection time [5]. Reducing the size of biosensors can also result in tiny
devices which maybe deployable to any desired location in the body.

Biosensors can provide feedback control by recognizing changes in its surrounding
physiological or biological fluid and then taking “action”, either in terms of simple movement
of a device component or release of one or more drugs. In recent years we have seen an
explosion in the field of such novel sensors and microfabricated devices for drug delivery [6].
Such devices provide a platform for well-controlled functions in the micro- or nano-level. They
include nanoparticulate systems, recognitive molecular systems, biosensing devices, and
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microfabricated and microelectronic devices. The synthesis and characterization of biomimetic
gels for drug and protein delivery systems is a significant focus of recent research. There are
numerous techniques for microfabrication of patterned polymer surfaces and microchips for
medical devices [7]. While silicon has been the choice material for much of the research done,
the methacrylates and acrylates could provide an inexpensive base for future work. Several
applications have already been suggested including patterned surfaces for cell adhesion,
biosensors, microfluidic devices, and arrays for chemical screening.

The physicochemical understanding of such hydrogels under the conditions of
application is neither simple not well developed. Considering that all these carriers are ionic
hydrogels, and that several ionic and macromolecular components are involved, with
associated thermodynamically non-ideal interactions, it is evident that analysis and prediction
of their swelling and response behavior is rather complex [8].

Environmentally responsive hydrogels lend themselves naturally to utilization in
microfabricated devices. Polymerization of the required monomers and crosslinking agents can
be done by free-radical polymerization using UV light, thus enabling photolithographic
techniques to be adjusted to pattern these materials on the microscale. When hydrogels are
immobilized within microstructures, the ability of the hydrogel to function is improved. There
are many advantages of utilizing hydrogels in this way. First, hydrogels can be deposited
permanently in specific locations of a substrate where they can exhibit their unique
physiologically responsive characteristics repeatedly. Second, the hydrogels mechanical failure
is less of an issue when the primary action is swelling against a well-defined structure. While
biosensors and sensing devices are usually made of nonbiodegradable sensing materials and
substrates, environmentally sensitive hydrogel networks whose crosslinks are degradable by
hydrolysis can have a significant advantage over their nondegradable counterparts [9].

2. Hydrogel-based biosensing

Several decades of research have contributed to our understanding of stimuli-
responsive hydrogels so that they can now be utilized in an abundance of sensing applications.
A comprehensive knowledge of their physical and chemical properties exists along with how
the materials interact with living systems [10]. Alongside, theory has evolved to explain the
unique interaction of these systems with their environment and other external stimuli.
Engineers are now poised to develop and utilize novel sensing systems that allow the biological
processes of life to be monitored like never before.

Hydrogels are water-swollen hydrophilic crosslinked polymers, that do not dissolve in
water or biological fluids because of chemical or physical crosslinks [11]. Certain hydrogels
can sense changes in their environment on a molecular level, which lead to changes in their
swollen volume. These are commonly referred to as environmentally responsive hydrogels.
Large changes in the swelling ratio of these hydrogels can be observed with changes in the pH,
temperature, ionic strength, nature of the swelling agent, and electromagnetic radiation [12].
Biomolecules are commonly immobilized within environmentally responsive hydrogels to
yield biosensing materials. The most common of these is the immobilization of glucose oxidase
within pH-responsive hydrogels to make glucose-sensitive materials.

pH-Responsive hydrogels are anionic, cationic, or amphiphilic. Anionic hydrogels exist
in a collapsed state at low pH. When the pH of the external environment is raised above the
pKa of the gel, they begin to swell. This is due to ionization of the side groups and repulsion
of the like-charged chains. The charge repulsion is more powerful than other forces such as
hydrogen bonding which exist between the chains in the collapsed state. At the molecular level
and if the swelling is isotopic, this increase in volume corresponds to an increase in the network
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mesh size. The reduced size of these hydrogel microstructures leads to faster mass transfer and
chemomechanical response [13]. To better understand the kinetic response of hydrogel-based
sensors, we must understand the kinetic response of the hydrogel itself. The swelling and
shrinking of hydrogels requires transport of the stimulus into the network followed by water
transport into or out of the network [14]. An interesting complexity in this system is that
shrinking of the gel can generally occur more rapidly than its swelling. The characteristic
response time in a hydrogel sensor is dependent on the square of the distance, so the hydrogel
thickness should be as small as possible [15]. This is why microfabrication techniques are
actively investigated with hydrogels. It is interesting to note that the type of transducer can
further slow the kinetics of the sensor. If the method of transduction is based on measurement
of the changes of the optical transparency or conductivity of the material, then free swelling
kinetics can apply. If the volume change of the gel must be transduced mechanically, such as
by the use of microcantilevers, then the sensor will be inherently slower. The external force
required slows the sensor performance versus our free swelling models [15].

2.1. Application of hydrogels in biosensing — Hydrogels as immobilizing scaffold for
biomolecules

The first examples of hydrogels in biosensing employed hydrogels for the
immobilization of biomolecules to measure biospecific interactions. In one such example,
Fagerstam et al. [16] covalently attached biomolecules to thin hydrogel films atop surface
plasmon resonance chips to measure biomolecular interaction kinetics and concentration.
Solutions containing biomolecules of interest were flowed over the hydrogel and small mass
changes were measured with a sensitivity of 10 pg/mm?. Some advantages of this early
biosensor include that it did not require any biomolecular labeling and the sensor chip could
be used repeatedly.

Immobilization of nucleic acids on solid supports has been widely used in the detection
of DNA and other biomolecules in sensor technology. Because three dimensional hydrogel
matrices offer significant advantages for capturing probes over more conventional two
dimensional rigid substrates and the ability to provide a solution-mimicking environment, they
are becoming increasingly attractive as desired supports for bio-analysis [17]. The use of
hydrogels to immobilize enzymes for improved and sustained activity of biomolecules is not
limited to the microscale. While commonly employed in lab-on-a-chip technologies, these
materials also perform favorably in large-scale bioreactors as well. Hydrogel microspheres
containing immobilized enzymes were used to monitor packed-bed bioreactor by Guiseppi-
Elie et al. [18]. Enzyme activity was tested after the materials were stored in buffer at 4°C for
one year. The materials retained 80% of their initial activity. This high stability shows promise
towards the utilization of hydrogel-based biosensing materials on a variety of scales. Since
scale-up is of common concern in the practice of chemical engineering, it is important to note
that hydrogel-based biosensing elements have shown desirable performance at a variety of
scales.

3. Drug Delivery Systems

Drug delivery system platform is a rapidly expanding market for pharmaceutical and
biomedical engineering. In terms of pharmaceuticals, the need for drug carriers that will offer
targeted drug delivery is of vital importance. This is of great value as it reduces the side effect
profile by allowing usage of low dosage drugs, site specific activity and increased
bioavailability. Non-targeted systemic drug administration leads to the bio-distribution of
pharmaceuticals across the entire body [19]. This distribution causes toxicity effects on non-
target tissues and wastage of pharmaceutical compounds since they are used by non-target
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tissues. For biomedical engineering, design of devices that will offer better diagnosis and
therapeutics is required to ensure better illness management. Biomedical engineering will aid
in targeted drug delivery, selective targeting of imaging contrast agents, delivery of nucleic
acid and genetic therapies, and prediction of pharmacokinetics and pharmacodynamics patterns
of the drug [20].

Biomaterials are needed to design a stable and biocompatible drug delivery system.
These can vary from natural polymers, metals compound, modified and synthetic polymers.
Biocompatibility and biodegradation of these play a vital role in the toxicity effect of the system
and its mode of action. A beneficial drug delivery system must have an effect on drug
absorption, distribution, and metabolism levels [21]. This can be achieved by controlling drug
delivery system. Controlled drug delivery systems function by means of controlling where and
when the therapeutic agent will be released. The major features of controlled drug delivery
system include the rate of drug release and mode of activation. Drug release may be rapid or
may occur over a prolonged period of time depending on the required action and the location
of the device in the body.

The mode of release and the rate is related to the biomaterial constituting the major part
of the system. Depending on the location where the system is directed to release the drug, the
biomaterial that make up the system play a role in terms of reacting with the physiochemical
compounds to protect the therapeutics, sense the activator and also allow binding to the target
site for localized drug release.

Targeted drug delivery can be done by means of using natural organic compounds.
These natural compounds interact with surface of the synthetic/modified polymers and
peptides. The use of sugar molecules which can be mucoadhesive allows targeting of the
intestine. These will be stimulated by temperature (e.g., poly (N-isopropylacrylamide)) and pH
level (polyacrylic acid and chitosan) for drug release. There are different kinds of polymers
that can be used for this purpose; anionic (polyacrylic acid), cationic (chitosan), non-ionic
(polyethylene glycols) and thiolated polymers (cysteine conjugates) [22].

Depending on the mode of action required for the drug delivery system, these
biomaterials can be modeled into different forms such as spheres for carrying therapeutics and
film/hydrogels layers for physiochemical response. For therapeutic implication, nanoparticles
and liposomes are primarily used to adsorb and absorb drugs of interest and even for
encapsulating the sensitive therapeutics. Targeted drug delivery requires binding of
biochemical molecules which offer directed control of therapeutic action. For continuous and
responsive drug delivery system, thin films and even nanoparticles may be used as they can
respond to the physiochemical changes that may occur in the body. Hydrogels form a three-
dimensional structure consisting of cross-linked networks of water-soluble polymers, which
can undergo conformational changes once they interact with water [23]. They can further be
modified to react at a certain temperature, detection of analyte based on interaction with
functional groups or pH in relation to their mode of action and target site. Upon reaching a
certain site of action, the swelling dynamics will change, allowing for the diffusion of a
therapeutic from the network matrix. The fabrication of these systems relates to their chemical
properties. If a system is designed for targeting the gastric intestinal tract, it must withstand
physiochemical changes such as pH and temperature before it reaches its required site of action.

Polymers such as chitosan, polyvinyl alcohol and ethylene glycol, can be used for both
targeted and responsive action. Chitosan as a drug carrier has been used for various
administration routes such as oral, bucal, nasal, transdermal, parenteral, vaginal, cervical,
intrauterine and rectal [24]. As a responsive or targeted drug delivery vehicle, these
biomaterials can be cross-linked or conjugated to other compounds to offer a responsive and
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improved targeting. Synthesis can be conducted by means of modifying temperature, ionic
strength and pH during formulation. Physiochemical interactions such as
hydrophobic/hydrophilic interactions, charge condensation, and hydrogen bonding have effects
on the physiological interactions of the device.

4. Integration of Biosensors with Drug Delivery Systems

Biosensors are the tools that can shape illness treatment by increasing accuracy of
diagnosis, illness monitoring and prognosis. The advantages of biosensors are that they are
easy to use, inexpensive, rapid, robust and can allow analysis of different biomarkers
simultaneously [25]. The other main advantage is that there is no sample preparation since the
biosensor can detect the biomarker within a pool of other bimolecular substances and this
makes the integration of biosensors with current drug delivery systems feasible. Microneedles
are painless minimally invasive drug delivery systems that do not contact with blood thereby
reducing infection and risk of device contamination. In drug delivery, these microneedles are
used to inject a therapeutic transdermally whilst for biomedical sensing they aid in fluid
extraction for analysis. Utilizing such and many other tools the current research in illness
management focuses one of its aspects on integration of biosensors with drug delivery systems.
Many such systems that have been studied and published are based on responsive drug release,
biocompatibility, biofouling, self-regulatory implants and refillable reservoirs [26, 27].

4.1.Bio-Micro-Electro-Mechanical Systems (Bio-MEMS)

The development of Micro-Electro-Mechanical Systems (MEMS) devices is
accomplished the process of micro-fabrication, where silicon, glass and plastic are used. The
initial stage for designing MEMS device is patterning technique where photolithographic
process is used to design desired patterns on the wafer surface. The wafer is photoresist and
then exposed to radiation through a mask which contains the pattern of interest. Once a pattern
has been formed the photoresist is removed. The next step is deposition process were a thin
film of material (bioelectrics, polymers (polydimethylsiloxane (PDMS) and
polymethylmethacrylate (PMMA)), silicon dioxide, silicon nitride, metals (electrodes) or
biomolecules is deposited on the surface of the wafer [28]. This is followed by the process of
etching which can be either wet where etching is due to liquid chemicals or dry where gas-
phase chemistry is used. In both the phases etching processing can occur in all directions
equally leading to mask undercutting and a rounded etch profile (isotropic) or be directional
(anisotropic) due to either chemical or physical induction [29]. The final step is boding where
the two substrates are bound together by anodic or fusion bonding [30]. The use of MEMS has
led to the development of microfluidics which is a field of the design and development of
miniature devices that can sense, pump, mix, monitor and control flow of small volumes of
fluids [31].

BioMEMS technology has allowed fabrication of both disposable (external application)
and implantable drug delivery systems and diagnostic tools. Solid durable, solid degradable
and hollow microneedles can be used for delivery of insulin (JewelPump, Debiotech) and for
vaccination (Intaza, Sanofi Pasteur) [32]. Implantable drug delivery microdevices designed by
means of BIoOMEMS technology can reduce conventional implantable drug delivery devices
disadvantages. Most implantable drug delivery devices have unintended drug dumping events
which cause side effects and reduce patient compliance as this causes health risk to patients
[33]. Implant lifetime also affects compliance as this increases cost of implant replacement.
These implants have further problems such that the implant drug release rate and drug contents
cannot be changed without invasive procedure.
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Conventional pumps are usually osmotically, electrolytic or peristaltic driven [34]. By
means of BIOMEMS, a piezoelectric pump controlled drug delivery system was made for
transdermal delivery of insulin by means of using microneedle, which improved precision and
accuracy in relation to mechanical controlled pumps [35]. For longer lifetime and improved
biocompatibility, the BioMEMS device will require use of biodegradable polymers or
compounds that mitigate tissue response to the implant such as antibiotics or anti-inflammatory
agents [36].

4.2.Smart Polymers

Smart polymers represent a group of polymers that function in the same manner as
biological systems. Stimuli responsive hydrogels can undergo structural changes when exposed
to external stimuli such as pH, temperature and ionic changes. The polymers are divided into
three groups based on their physical form. Linear free chains in solutions are when the polymer
undergoes a reversible collapse after a stimulus is applied, covalently cross-linked reversible
gels are when swelling/shrinking are triggered by environmental changes and chain
adsorbed/surface-grafted form represent polymers that have reversible swelling/collapse on the
surface once a trigger is changed [37, 38]. Similar to affinity biosensors a hydrogel has been
designed by grafting an antigen-antibody complex onto polymer network that will lead to
competitive binding of the free antigen triggering a change in the network structure of the
hydrogel [39]. Such behavior allows long term use of the system unlike affinity biosensors that
get saturated over time as reversible binding is not favored. In another approach the entrapment
of glucose oxidase within a pH responsive hydrogel (gluconic acid increase due to oxidation
of glucose) and attachment of insulin allowed the smart polymers to act as both drug delivery
vehicles for insulin in addition to being a biosensor of glucose concentration [40].

Other reversible systems include desthiobion/biotin and concanavalin in immobilized
systems. Desthiobion/biotin-binding protein complex can be dissociated under physiological
conditions by either biotin or desthiobiotin (analogue of biotin) [41]. Since biotin can be used
to label a variety of proteins, this can be conjugated to either antibodies or antigens to serve as
a reversible biosensor. Immobilization of Con A has shown to lead to a reversible sol-gel phase
in the presence of free glucose again due to competitive binding with insulin conjugated to
glucose [42].

4.3.Microfabricated Devices

Most of the microfabricated devices are in the form of biosensors. There is a time
limitation to the use of microfabricated implantable biosensors due to their short time of
functionality. Designing an implantable biosensor that has long term functionality can be a
critical component of the ideal closed-loop drug delivery or monitoring system, without
considering issue of implant biocompatibility and biofouling which must be addressed in order
to achieve long-term in vivo sensing [43]. By use of a thermal, pH, ionic strength or
biomolecular sensitive hydrogel as a transducer this can be implied in integration of drug
delivery system and biosensor technology with better biocompatibility and reduced biofouling.

A cantilever can be employed as a lid on a reservoir whereby a sensing molecule
embedded in a responsive hydrogel can stimulate the opening and closing of the lid in relation
to analyte quantity. Furthermore the electrically responsive hydrogel can be used as
components of MEMS-based sensors or drug delivery devices whereby the external electrical
current can be applied on an implant to stimulate drug release intramuscularly. For drug
delivery MEMS technology has been applied to formulate microparticles and micro-reservoirs.

Microparticles have been formed by means of generating a pattern of wells ranging in
size from 25 to 100um inside silicon squares ranging from 80 to 150pum in size [44]. These
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wells are then filled with a drug of interest and then sealed with a dissolvable cap that has
bioadhesive properties for targeted delivery. These microparticles can be further improved by
use of smart polymers that can shrink when an analyte is detected as caps to facilitate
responsive drug release, thus integrating with biosensor. Instead of voltage, smart polymers
can be used to collapse in response to analyte concentration or by means of generating
conductive polymers that can be stimulated during redox reactions. Microfabricated devices
have led to the development of controlled release microchips [45].

5. Conclusions

In this paper a potentialities of various novel nanotechnologies- based sensors in drug delivery
systems have been represented. Nanotechnology is new emerging technology that is assumed
to take an essential role in drug delivery systems since it would change the treatment of
diseases. The latest development in nanomaterial production techniques as well as the
development of analytical technologies have led to establishing more effective methods for
drug delivery of various therapeutic treatments.
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Abstract

In this paper, we present a concept of an 10T system that monitors the DC motor at the EKG-15 excavator. The
proposed system is designed for the coal mine "Rudnik uglja Pljevlja", which uses this type of excavator for
surface mining. Due to the type of excavation and the work procedures of the excavator, it often happens that the
DC motors that drive the bucket of the excavator are in the so-called short circuit. During that time, a large
current flow through the motor, which is electronically limited to a value of 2kA. However, there is no limitation
in the time domain, which means that this current can flow for an unlimited time. If the operator keeps the
excavator control lever in the active position for too long, during a short circuit, the DC motor will burn out. In
that case, large repair costs are generated, and the excavator is out of order for a long time. Therefore, there is
a need to alarm the operator that the motor is short-circuited, as well as to keep records of such events, to
determine the causes of motor burnout and liability. The proposed system is based on a microprocessor hardware
platform for short-circuit detection of DC motor and perform the mentioned functions. Experimental and
implementation results showed that this 10T platform provides the collection of data that can be useful in the
process of analyzing the operation and predictive maintenance of the excavator.

Keywords
DC motor, Excavator, loT.

Introduction

Working on the surface mine of a coal mine is a challenging job, both for the people and the
machines. In the winter, the temperature drops far below 0°C, while in the summer, tropical
heat is a common case. There is no shelter from the cold or heat on the surface mine, so the
workers are exposed to the extreme ambient conditions. It is similar to the machines that these
workers use or operate. Therefore, predictive maintenance becomes a very important task, to
cut maintenance costs of an ordinary industrial plant [1] — [4]. A proactive approach can save
a lot of effort, especially by avoiding unnecessary delays in the production and use of human
resources. However, such prediction is not an easy task and is possible only by continuous
observation of the machine’s parameters. We are dealing with this very important and
challenging topic within the framework of the international project Faster [5]. The focus of this
project is predictive maintenance of the rotating machines. Working on this topic in the coal
mine "Rudnik uglja Pljevlja" (RUP) [6] we found some more important and challenging aspects
to be considered about maintenance of machines. For this purpose, a modification and
adjustment of the device that was already developed within the Faster project were performed.

One of the key machines for working on the surface mine of coal mines is a suitable excavator.
The EKG-15 excavator is used for this purpose in the “Rudnik uglja Pljevlja” (Fig. 1). It is a
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machine in which the loading bucket is controlled by a high-power DC motor. In normal
operation, these motors are designed to provide a long excavator life. However, when the
loading bucket gets stuck due to the extremely hard terrain, the motor can be overloaded.
Namely, if the operator does not release the lever that controls the movement of the loading
bucket, the motor still tries to move the bucket. In these moments, a so-called short circuit
occurs, when a high amount of current passes through the motor. If the operator does not react
quickly and releases the lever, the short-circuit current threatens to damage the motor. If this
happens, the motor will be out of use, and so will the excavator. Repair of these motors is very
expensive and cannot be performed in a very short time. It is clear what this means for the
surface mining process in the mine.

For these reasons, there is a need to solve the problem of short circuit current flow through the
motors. In the case of excavators located in the company "Rudnik uglja Pljevlja”, the
manufacturer limited the short-circuit current to an amount of 2kA, as prevention. This means
that the current flowing through the motor windings will not exceed this value. However, there
IS no protection provided concerning the duration of the short-circuit condition. In other words,
a current of 2kA will flow through the motor windings as long as the operator activates the
bucket control lever. If the operator keeps the motor active for a long time, the conductor will
heat up and the motor will burn out.

Less experienced operators can unintentionally cause a condition that leads to a short-circuit
current on the motors and often do not recognize in time that such a situation has occurred.
This inevitably leads to motor burnout. However, since there is no protection, nor control, or
records of the excavator's working mode, the operator can also intentionally cause a short-
circuit current and consequently the motor to burn out for some of its reasons.

Therefore, there was a need to find a solution that would prevent the occurrence of a short-
circuit current or at least reduce its probability. When designing a system that would lead to
solving this problem, the requirement was that the original operation mode of the excavator is
not affected in any way, nor that its control electronics are changed. In other words, a clear
warning to the operator should be activated when a short-circuit current occurs. Also, it is
necessary to record and store for later processing information related to the occurrence of the
short-circuit current. Based on this information, the behavior of the operator can be determined,
and errors can be pointed out to him if they are found. This provides prevention and extends
motor life. In addition, this information can be used to analyze the cause of motor burnout,
when it occurs.

Since the funds for the design of a prototype device that would perform described function
were not planned in the company's budget, the device had to be inexpensive. Therefore, we
decided to base this 10T system on the widely known Arduino open hardware platform [7], [8].
For authorities to have an immediate overview of the situation regarding the short-circuit
current of the excavator motors, the data collected by the Arduino platform is immediately sent
to the cloud platform. We used the open LiveGate platform for this purpose [9].
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Fig. 1 Excavator EKG-15
Source: https://uralmash-kartex.ru/en/electric-rope-shovels#&gid=1&pid=1

The paper is organized as follows. In Section 1, we analyze the control of the excavator’s DC
motors and discuss possible techniques for short-circuit detection. Section 2 describes the
proposed architecture of the system for detection and indication of the short-circuit current.
Preliminary results of the system testing through laboratory simulations are presented in
Section 3. Finally, in the conclusion, we summarize important aspects of this paper.

1. Analysis of the short-circuit detection of DC motor

To monitor the motor load in the excavator, the manufacturer implemented the system that
allows the operator to have information about the current flowing through the DC motor
windings. Namely, in the circuit of each of the two DC motors, there is one resistor, the so-
called shunt. A voltage of 75mV is generated on this resistor during a short circuit current of
2KA. The voltage from the shunt is brought to an analog voltmeter with a symmetrical scale
since the motor can move in both directions, so the current can also flow in both directions.
One such voltmeter is in the machine part and another in the operator cabin of the excavator.
Of course, the scale is calibrated in (kilo)amperes since the strength of the current flowing
through the motor is important. This means that the operator, in addition to the mine surface
where he works, should also continuously observe an analog instrument. This is inconvenient
both from the point of safety or from the point of work efficiency. Therefore, it would be
convenient for the operator to be somehow warned when the motor overloads.

The electronics that manage and control the excavator is a closed system that we did not have
insight into. Therefore, the modification on the control electronics itself, to protect against
overload, i.e., to prevent long-term short-circuit current, was not possible. Also, the
maintenance engineers in RUP requested that the manufacturer’s electronics of the excavator
should not be modified or influenced in any way. Therefore, the only way to prevent frequent
motor overload, and thus its burnout, was to warn the operator clearly and reliably that an
undesirable situation had occurred, and that motor activity should be stopped.

The motor short-circuits current detection system, which is the subject of this paper, aims to
continuously monitor the voltage from the shunt located in the motor circuit. As long as the
current flowing through the motor does not exceed the critical value, i.e., the voltage on the
shunt does not exceed the predefined value, the system does not take any action. When the
voltage on the shunt above the critical value is detected (in the current version of the prototype
it is set to 65mV), the timer that measures the duration of the excessive current is started. There
is some time during which it is considered that the current flow of about 2kA is not dangerous
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for motor failure (in the current version of the prototype it is set to 3 seconds). If this time
elapses, actions are taken to warn the operator and to store information about critical event.

2. Architecture of the proposed 10T system

After consulting with the engineers in charge of machine maintenance in RUP, we decided that
the system for short-circuit detection of DC motor at EKG-15 excavator has a principal scheme
shown in Fig. 2. Instead of messing up with the control electronics of the excavator, the warning
signal to the operators will be generated by a strong siren (alarm). It will serve not only as a
warning but also as an incentive for the operator to stop the overcurrent motor mode. The sound
intensity and frequency have been chosen to be an inconvenience to the operator when exposed
even for a short time. Since this siren is supplied with electricity taken from the power supply
unit of the excavator, its activation is performed utilizing a common relay.

Proposed loT device

PmodSD >

O

galvanic
Motor 1 isolation

=

galvanic GSM/GPRS

Motor 2 isolation £ioud

Fig. 2 Block diagram of the proposed solution
2.1 Short-circuit detection of excavator’s DC motor

Monitoring the voltage on the shunt in the motor circuit is the most critical part of the designed
system. Since we have taken the Arduino microcontroller platform as the basis of the system,
voltage monitoring is performed using a built-in A/D converter. Inside each excavator, it is
necessary to monitor two DC motors, so an Arduino with at least two A/D converters is needed,
to complete the job for the entire excavator with one microcontroller platform.

The voltage on the shunt to be monitored changes polarity during motor operation. When the
motor rotates in one direction the voltage has one polarity, and when the motor rotates in the
other direction the voltage has the opposite polarity. This is a challenge for the acquisition
process because the microcontroller is powered by DC voltage, as well as its A/D converter,
Therefore, it is not possible to measure the voltage that is "negative” from the point of the
microcontroller. On the other hand, it is mandatorily required for the implementation of the
shunt voltage monitoring system to be galvanically isolated from the monitored circuit. This
means that it is not possible to directly apply voltage from the shunt to the input of the A/D
converter of the microcontroller.

We solved the problem with galvanic isolation by using a TLP7920 optically isolation amplifier
from Toshiba Corporation [10]. Voltage from the shunt is applied to the input of TLP7920. A
voltage proportional to the input voltage is generated at the output, but galvanically isolated.
This output voltage can also be negative from the point of the microcontroller, and its range is
quite small. We have experimentally determined that in the case of the maximum voltage on
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the shunt (= 75mV), i.e., voltage at the input of the TLP7920 circuit, a voltage of about +
570mV is obtained at its output. This means that output voltage must be translated into a range
that will have a single polarity from the point of the microcontroller. It should also be amplified
to utilize the entire input range of the A/D converter and thus get a more accurate reading. We
performed the translation and the amplification using appropriate operational amplifiers, which
is beyond the scope of this paper. Finally, the inputs of the A/D converter receive a voltage in
the range of 0.13V to 2.98V when the shunt voltage changes in the range from -80mV to +
80mV. Since the range of acceptable input signal on the A/D converter is from 0V to 3.3V, we
considered this design to be appropriate.

2.2 Communication between microcontroller platform and the cloud

As mentioned earlier, at the moment of detecting a critical short-circuit current, in addition to
the audible alarm, the system must save information about the event. This information is of
multiple importance. On the one hand, maintenance engineers need to have continuous insight
into potentially critical situations related to excavator motors, to take preventive actions for
better maintenance. This means that it would be convenient to transmit information about the
detected event immediately after the event occurred. The simplest way to perform this action
is to use a GPRS connection. Namely, the RUP coil mine is covered by the signal of the mobile
telephony operator. Therefore, in regular conditions, it is possible to transmit information about
the critical event via GPRS. Within our system, a GSM/GPRS module based on the SIM808
chip was used (Fig. 3).

Fig. 3 GSM/GPRS module SIM808

The information transmitted via the GPRS module must be stored somewhere and made easily
visible and noticeable for those people who should observe the events on the excavator system.
Since it has become common to use cloud services for such purposes, we opted for one such
service, called LiveGate [9]. It is a free service developed at the Faculty of Electrical
Engineering, University of Montenegro. In addition to providing data storage, this service
offers visualization of the stored data.

2.3 Data storage at the platform itself

Although the GPRS connection is quite reliable in the case of good coverage of the mobile
operator's signal, it can still fail when trying to transfer data to the cloud. Failure may occur
either due to the current unavailability of the mobile operator's signal due to an interruption in
its operation, or some other error in the process of establishing or maintaining a GPRS
connection. In any case, the data transfer failure may occur when there is an urgent need for
the data transfer. If the system relies solely on data transmitted by a GPRS connection, some
important data may not be available for later processing. For this reason, we decided that the
data of the motor overload are, in addition to the cloud, also stored on the SD memory card,
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which is an integral part of the device installed in the excavator. For this purpose, we used a
PmodSD adapter from Digilent (Fig. 4).

Fig. 4 Digilent PmodSD module
Source: https://store.digilentinc.com/pmod-sd-full-sized-sd-card-slot/

2.3 Real-time clock

When sending data to the cloud via a GPRS connection, the cloud platform keeps track of the
time at which the data arrived. This means that the device does not have to take care of the
exact time and transmits the timestamp to the cloud platform. However, when it comes to
writing data to the SD memory card, things are different. Namely, the information that there
was a motor overload does not mean much if it is not known when that overload occurred. Only
based on information on the time in which the overload occurred, conclusions can be drawn
about the behavior of individual operators or the mode of operation of the excavator in certain
parts of the coal mine. Therefore, this means that the designed system must take care of the
exact time. The easiest way to deal with the exact time is to use the Real-Time Clock (RTC)
circuit. We used the DS3231 chip in our design (Fig. 5).

Fig. 5 RTC module DS3231

When a motor overload occurs, the RTC is read, and a file named by the date read from the
RTC is created (if it does not already exist). In this way, it is easier to reach the necessary
information when it is needed. The duration of the motor overload and the time in which the
overload occurred are recorded inside the file. Of course, regardless of the writing to the SD
card, the duration of the motor overload is also sent to the cloud.

3. Simulation results

After careful consideration of all aspects of the proposed DC motor short-circuit current
detection system, the prototype shown in Fig. 6 was developed. As can be seen from the figure,
the current version of the prototype, in addition to the previously mentioned components, also
has an LCD. In the development phase, we use this display to show important information
about the current operation of the system and thus facilitate the design and development of the
system itself. In the final version, this LCD is not required, because the device is mounted in
the drive part of the excavator, where the operator does not have access while working with
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the excavator. Therefore, it is not necessary to show any information on the display, especially
since important information is sent to the cloud and saved to the SD memory card.

Before the installation and commissioning of the proposed system on the excavator itself, we
performed extensive testing of the device in laboratory conditions. Instead of voltage from the
shunt in the DC motor circuit, we applied voltages from galvanically isolated power sources
with the voltage regulation to the system inputs. By applying various voltages, we also
simulated the events of the short-circuit current, i.e., the corresponding shunt voltage. At that
moment, as previously explained, the system saves data to the memory card and sent it to the
LiveGate cloud service. Figure 7 depicts diagrams that visualize part of the data received from
the designed system.

The diagrams labeled as “duration of overload” show the lengths of the detected overloads
expressed in seconds, for each motor individually. These are data that are important for persons
who perform the analysis and determine the behavior of the operator regarding the motor
overload.

L

|<- @sM/GPRs
a 'odule

Fig. 6 Prototype of an excavator’s DC motor short-circuit detection system

However, in addition to this data, we decided to send two more pieces of information to the
cloud. The first of them is the information that the device has started (diagram labeled as
“Power on”’). Namely, when the microcontroller platform is powered on (or restarted), one data
is sent (an arbitrary number - in our case ‘1°) to the cloud to register that event and append the
time stamp. The information about restarting the device can be significant in many ways. If a
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reboot occurs frequently, this may indicate various problems with the system. In any case, from
the moment the device shuts down until it responds to the cloud again, the system does not
perform its function of detecting the short-circuit current of the motor.

Another additional information that we send to the cloud is the indicator that the device is
active, i.e. that it performs its function. We send this information every hour in the form of the
current time read from the RTC. If it is noticed that the device has not sent this data for more
than an hour, it is necessary to check its functionality.
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Fig. 7 Data visualization within LiveGate cloud service
Conclusions

The paper presents an loT system that was implemented within the FASTER project, to solve
one of the challenges of predictive maintenance in the coal mine "Rudnik uglja Pljevlja". This
system upgraded and improved the closed control system of the considered industrial machine
with the microcontroller-based device described in the paper.

The simulation results show that the developed prototype works following the functional
requirements, and additional adjustments will be performed based on the results in real
operation conditions. Testing of this device on the considered excavator in real operating
conditions is in progress. After that, we will analyse collected data and, if necessary, upgrade
the device. In addition to the functional requirements, the ambient and other conditions in
which the 10T device will work will be considered in the final design phase.

This solution is an example of the wide use of IoT systems in various industrial and home
applications that enable the development of new or improvement of existing devices and
systems. Modifications or upgrades of this device are feasible and simple, both in the existing
application or some similar implementation, which is an added value of this solution. This
confirms that the availability, openness, and interoperability of such systems are the main
advantages that nominate them for the already proven wide application.
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Abstract

The largest source of renewable energy is the Sun. The energy from the Sun, called solar energy, is free, safe
and least harmful to the environment. Solar energy is converted into electricity by devices based on
semiconductor materials, called photovoltaics. If the production of electricity from fossil fuels is replaced by
the production of electricity from sunlight there will be much lower emissions of carbon dioxide. This paper
analyzes the location, solar radiation and network connection for the provided location for the photovoltaic
power plant. For collecting data on solar radiation, satellite data at a specific location were used. Based on
these analyzes, the technical characteristics of the photovoltaic power plant with a total installed power of
201.6 kW are dimensioned and selected. The principal scheme of the photovoltaic power plant and the scheme
of the AC Junction box are drawn in the software package Edraw max. Finally, the economic and financial
profitability of the photovoltaic power plant is reviewed and proven.

Key words: solar energy, solar radiation, network connection, Photovoltaic Power Plant, AC Junction box,
economic and financial profitability.

Introduction

One of the biggest problems facing the world today is the increase in electricity consumption
globally and the pollution of the environment from burning fossil fuels (coal, oil, natural gas,
etc.) for electricity production. Climate change is now more pronounced than ever before.
Temperatures are rising globally due to greenhouse gases trapping more heat in the atmosphere.
As a result of the increased temperature, fires occur and the ice melts. It is a well-known fact
that many prehistoric viruses are hidden in the frozen parts of our planet, which will be
reactivated if the ice melts. The threat is clear, and one of the main causes of climate change is
the burning of fossil fuels to generate electricity. Combustion of fossil fuels releases carbon
dioxide into the air, resulting in global warming. Increasing the production of electricity from
renewable sources, such as solar energy, wind energy, hydroelectric energy, etc. will
significantly reduce the effects of climate change and will help save our planet.

The prices of solar technology are currently much lower than before, and the implementation
of solar power plants and systems is very simple. The Republic of North Macedonia is located
in a very good geographical location, where solar radiation is large and suitable for installation
of solar (photovoltaic - PV) systems and power plants and is one of the countries with the
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highest solar radiation in Europe, but unfortunately it's not one of the countries that use solar
energy the most. However, the production of solar energy does not pollute the environment, so
we can conclude that, at the moment, the installation of photovoltaic systems for the production
of electricity is the best choice. Due to this, in this paper researches have been made for
installation of a photovoltaic power plant in the Republic of North Macedonia, in the city of
Shtip. Based on the research, a 201.6 kW Photovoltaic Power Plant has been designed.

7. Literature review

When designing a photovoltaic power plant, several steps should be observed, given below in
chronological order:

e Location selection;
e Determination of solar radiation and
e Network connection.

If the selected location proves to be good for installing a photovoltaic power plant (good solar
radiation, has a transformer station or has the opportunity to build a new one, enough space,
etc.), the following activities to be undertaken are:

e Selection of solar panels;
e Selection of connectors;
e Inverter selection and

e Selection of cables.

Once the technical characteristics of the power plant have been selected, the next step is to
design the AC and DC junction box and finally make a financial analysis of the photovoltaic
power plant.
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The photovoltaic power plant designed in this paper has a total installed power of 201.6kW,
and its principle scheme is shown in figure 1. This power plant consists of 40 PV arrays, each
with 18 solar panels. Solar panels are interconnected by solar cables. Each of the two PV arrays
is connected in parallel to a DC junction box. DC junction boxes have four 10A fuses and are
connected to an inverter. The power plant has 20 inverters. 10 inverters are connected to one
AC junction box and the other 10 inverters are connected to the other AC junction box. The
two AC junction boxes are connected to the existing transformer station at the selected location
and the produced electricity goes to the grid.

The total average annual electricity production from this power plant can be calculated as
follows:

Erotar = aaity,avg * Prv totar - 365 =3.6-201.6- 365 = 264902 .4kWh/ year (1.1)
Where:
| saiy.avg - dily average radiation in the city of Shtip;

Pey 1 - total installed power of the photovoltaic power plant.

8. Location selection

The first step in designing a PV power plant is location selection. Choosing the right location
is a key component to developing a sustainable photovoltaic project. The location selection
process should take into account the constraints and the impact that the location will have on
the price of the produced electricity. This means that the selected location should have an
accessible area as much as will be needed for the implementation of the project, the solar
radiation should be satisfactory, there should be no objects that will shade the modules, it
should be easily accessible, there should be a transformer station nearby or to have a place for
construction of a new transformer station, etc.

The selected location for the photovoltaic power plant in Stip is a place that is located near the
neighborhood Sunny City. This location was chosen because it is located close to the
transformer station Duzlak 1, so there will be no need to build a new transformer station.
Another reason why this location is suitable is that there are no buildings that would do shading.
This place has a lot of space, but most of it has trees. To build this power plant on that place,
the trees will have to be cut down. Due to this, the location of the power plant is subject to
change. The site for the power plant is state-owned and its use will require a long-term lease
or purchase agreement.

9. Determination of solar radiation

In order for a photovoltaic project to be approved, we need to have data on solar radiation at
the selected location. The solar resource expected during the entire service life of the
photovoltaic power plant is estimated by analyzing the historical data on solar resources for the
location. The total annual solar radiation in R.N. Macedonia varies from a minimum of 1250

KWh/m? in the north to a maximum of 1530 KWh/m’ in the southwest. The area of the
municipality of Shtip is characterized with increased duration of the solar radiation. On
average, there are 2,370 hours of solar radiation per year, or an average of 6.5 hours per day.
The maximum is in July and the minimum in December. The average daily radiation in Shtip

is 3.6 KWh/m®. In the region of Shtip there is a good potential for utilization of the solar energy
which can be seen from the map of solar resources of R.N. Macedonia presented in figure 2.
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Fig. 2 Map of solar resources of R.N. Macedonia
Source: www.solargis.com

10. Network connection

(71 ) worLD BANK GROUP

A grid connection with sufficient capacity is required to enable energy exports. The viability
of the network connection depends on factors such as capacity, proximity, order, network

stability and network availability.

This power plant will be connected to the transformer station Duzlak 1 (10 / 0.4 kV).

11. Solar panels

The solar panels that we will use for this power plant are from the company Pikcell Group,
polycrystalline, type PIK280P (60), with installed power of 280 W. The company Pikcell

Group is the first and only company in R.N. Macedonia that produces solar panels.

Table 1. Electrical characteristics of solar panel P1K280P (60)

ELECTRICAL CHARACTERISTICS

STC (radiation: G =1000W /mz, module temperature:T =25"C, air mass: AM =1.5)

Rated power (Prated) 280 W
Short circuit current (l SC) 9.45A
Open circuit voltage (U OC) 38.40 V
Current at MPP (| MPP) 8.85A
Voltage at MPP (U op ) 3161V
Solar panel efficiency 18.66 %

Source: PIKCELL Group LTD Skopje
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Table 2. Mechanical characteristics of solar panel PIK280P(60)

MECHANICAL CHARACTERISTICS
Dimensions 1640mm x 990mm x 40mm
Solar cells 60 polycrystalline
Weight 17.2 kg
Junction box/ Connectors 5 bypass diodes / MC4 compatible
Glass 3.2 mm antireflective

Source: PiIKCELL Group LTD Skopje

The solar panels will be placed at an angle of 30° to the south. This angle is the angle at which
the solar panels will produce maximum electricity at the selected location.

The total installed power of the photovoltaic power plant is 201.6 kW. Through the data on the
installed power of the power plant and the power of the solar panels we can calculate the
number of panels that we will need through the following equation:

N sotarpanel = Pw::ane' (5.1)
Where:

P, - total installed power of the photovoltaic power plant;

Potamanes - Fated power of one panel.

The total area occupied by all the panels is obtained through the following equation:

A=N g amanet - Actarpanel = 720 -1.9305m* =1389.96m* (5.3)

Where:

11
A jarpane~ ar€a of one solar panel.

12. Connectors

According to the specifications of the solar panels, a compatible connector for those panels is
the MC4 connector, type SY-CC4G for solar cables.

13. Inverter

Inverters are a particularly important part of the sizing of photovoltaic systems. Although the
main function of the inverter is to convert DC energy to AC, its role is much larger. Inverters
enable system monitoring for designers and owners, because they show how much electricity
the system produces. There are different types of inverters and they differ according to how

11 The dimensions of the solar panel are given by the manufacturer.
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they are connected to the system. For this PV power plant we will use string inverters. We will
have a total of 20 inverters, and on each inverter will be connected two PV arrays.

The chosen inverter for this PV power plant is three-phase, from the manufacturer Steca, type
StecaGrid 10000 + 3ph.

Table 3. Input characteristics of the inverter StecaGrid 10000 +3ph

DC input side (PV generator connection)
Maximum input voltage (Vmax) 845V
Minimum input voltage (Vo i ) 350 V
Rated input voltage (VDC’rated ) 600 V
Maximum input current (I DC,max) 32A
Rated input current (I DC.rated ) 17.3A
Maximum input power at maximum active 10 800 W
output power (PDC’maX)

Source: StecaGrid

Table 4. Output characteristics of the inverter StecaGrid 10000 +3ph

AC output side (mains grid connection)
Output voltage (VAC) 320V..480V
(The output voltage depends on the network of
each country, in our country the EVN network
operates at 380V)
Maximum output current (I AC’maX) 16 A
Rated output current (I AC rated ) 143 A
Output power (PAC) 10 000 W
Frequency 50 Hz
Grid type L /L,/L,/N/PE
Maximum efficiency (ﬂmax) 96.3 %
Source: StecaGrid
Maximum number of modules in a PV array
Sap— (7.1)

oc(module—lO“ C)

Where:
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Vi)~ Maximum input voltage of the inverter;

Vs mouies0c)” 0PN Circuit voltage at -10°C.

845

nmax :?43:199 (72)

With this solution it was determined that the maximum number of modules ina PV array is 19.

Minimum number of modules in a PV array

VMPP(INV min)
N = 7.3
min V ( )

MPP(moduIe?O"C)

Where:

Vpp(nvmin) - Minimum voltage of the inverter at MPP;

. - minimum voltage of the module at MPP at a temperature of 70°C.
MPP(moduIe70 C)

350
nmin =ﬂ=128 (74)

The number of modules in a PV array should range between the borders of maximum number
of modules in a PV array and the minimum number of modules in a PV array.

77min < 77 < nmax (75)
12.8<18<19.9

14. Cables

Cables can be divided into solar cables and non-solar (standard cables). Solar cables connect
the modules to the junction box or directly to the inverter. Standard cables are used on the AC
side.

15. DC junction box

The two PV arrays are connected in parallel with a DC junction box. 4 cables from both arrays
of solar panels (2- and 2+) are connected to this junction box. Hence, in the DC junction box
we will have 4 fuses, one for each cable. These fuses will be 10 A because the current in each
of the cables is 8.85A. Fuses should have either the same or greater current than the current in
the cables (equation (12)).

The current of the DC junction box can be calculated by the following equation:

| =1,pp-N (9.1)

string
I \ep - PV array current at MPP;

N - number of PV arrays at MPP;

string

237



| =8.85-2=17.7A (9.2)

I <l
Zcable (93)
8.85A<10A

16. AC junction box

We will use two AC junction boxes for this power plant. The first 10 inverters will be connected
to the first AC junction box, and the second 10 inverters will be connected to the second AC
junction box. In one AC junction box we will have ten 22 A fuses for each cable of the 10
inverters, 3 main fuses of 220 A on the three main cables L1, L2 and L3, zero and ground -
FeZn30x4mm strip. The fuses should have a current equal to or greater than the current in the
cables, and from equation (13) we can see that this condition is met.

Icable =1 MPP Nstring =8.85-2=17.7A (10.1)
| =22A
17.7TA<22A w02
MNYY 4 x50mm2 a L1213 .@
neHTa FeZn30xdmnst — | e
10w pE [N 5 F1/B22A
@::M....z:‘l
%@iw----z_ | B FaB22a
12@“%----:-. ! £ Fap22a
h T
1|EZM?=» o || P, Fa2oa
%ﬂiw----zﬂ | # remaas
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Fig. 3 Single circuit diagram of AC junction box of the photovoltaic power plant
Source: Author made this scheme in the software package Edraw Max.

17. Financial analysis

If it is assumed that a loan with a repayment period of 10 years with an interest rate of 6% is
taken for this investment, then the annual repayment installments will be calculated with the
following formula:

A=P-GRF(i,n) (11.1)
Where:
A - annual repayment for taken loan;

P - value of borrowed capital;
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i - interest rate (%);

N - years of loan repayment;

GRF(i,n) - return on equity factor.

iL+i)  0.06(1.06)°

GRF(i,n)= = =0.13 11.2
(i) A+i)' -1 (L.06)y°-1 (12
A=100000-0.13=13000 ¢ / year (11.3)
Table 5. Economic analysis of the designed power plant
Economic analysis
Equity 98085.49 ¢
Credit 100000 ¢
Interest rate 6%
Annual repayment 13000 ¢
Preferential tariff 0.16 ¢ /kWh

Source: author based on the actual policies of the banks in Republic of North Macedonia

The total profit from the photovoltaic power plant can be obtained by multiplying the total
annual electricity production and the feed-in tariff (Table 10):

C, =E,, - FiT =264902.4-0.16 = 42384384 ¢ | year (11.4)

The time required for the return on investment will be given as a quotient of the total costs for
the photovoltaic power plant and the annual earnings:

198085 .49

=4.67years 11.
4238438 y (11.5)

The investment for this photovoltaic power plant will return in 4.67 years, which means that
the project for photovoltaic power plant of 201.6 kW in the city of Stip is profitable.

12 This preferential tariff in R.N. Macedonia was valid until 2018. The preferential tariff has been used in the
calculations because a premium tariff is now used.
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Conclusions

According to the financial analysis, the project for the photovoltaic power plant in Shtip is
profitable and with its realization 112,647 kg / year of carbon dioxide emissions will be
avoided. The construction of this photovoltaic power plant will open a new path to a cleaner
environment and clean energy will be obtained.

The consciousness in the world is indisputably mature and the desire is clearly expressed, the
ecological heritage that we will leave to future generations not to be less than what we have
inherited. Saving on the costs of preserving the environment will significantly increase the
costs that future generations will pay for its restoration.
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Abstract

This paper is based on research into the connection between computers and the process of documenting and
creating choreography as part of the performing arts. The possibilities for creating a software program that
will digitize the creation of choreographic record and will go a step further, a program that will be able to
create works based on those digital records and will support the artistic expression in the creation process, ie.
will enablethe creation of software for the articulation of artistic expression. To develop such a program that
will have the functionality to create computer-generated choreography.

Key words
Computer-generated choreography, dance, contemporary dance, software, digitalize

Introduction

The paper is based on research into the use of digitalization in the performing arts, namely,
theart of dance, as well as the possibility of programming software to create computer-
generated choreography, with a focus on contemporary dance, its justification and use in a
broader sense.Given the huge development of technology, especially in the field of computer
science and technology, the question arose as to how to make a program for computer-
generated choreography, which will support the creation process and what will be its
justification in termsof creating works of art by artists ‘live’ (in-person), or the beginning of
a process in which choreography can be created through software, which belongs to the field
of artificial intelligence.

Research shows that initial attempts in this direction are based on the need to create digital
records of choreographic works, given that in contemporary dance, there is no official
vocabulary, as in the classical ballet technique, but each choreographer creates their own
vocabulary. Throughout the history of the development of contemporary dance in the 20th
century, attempts have been made to create an effective system for recording choreographic
works, but the results are complicated writing systems, such as Labanotation (considered
one of the most successful systems), then notation systems by Benesh, and Eshkol-
Wachman. Thedevelopment of technology provides an opportunity to create digital records
and a number of artists and computer engineers are beginning to research in that direction.
Exploring the historical development of this issue, we came to specific projects and programs
that connect computers and choreography, at the beginning of the second half of the 20th
century. During this period, the term ‘computer-generated choreography' is formulated, and
the development oftechnology directly affects the digitization and documentation of works of
art. We are interestedin how this process of computer-generated choreography can help in
the creation of choreography, whether and how these programs will help in digitalization
and technology in the educational process in the field of dance; determining the need for the
art processes to keepup with and follow technological progress; studying the way of creating
art programs and the impact that those programs will have on real-world situations, ie. their
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use and justification. The paper explores the possibility of creating software for the
articulation of artistic expression,based on a particular existing language for notation of
dance (Labanotation).

Literature review

The history of the development of the performing arts, especially contemporary dance, has
beenlinked to the development of technology since the early 20th century, when Loie Fuller
and herinnovations in the use of light and light effects on stage appeared as she danced. The
art of dance has developed extremely fast in the last years of the 20th century and the
beginning of the 21st century and in its development, it introduces technological elements,
which enrich thestage space and visualization of the works that are performed. Sometime in
the middle of the 20th century, the first articles appeared in which computers were connected
with choreography,and later through the development of this process the term ‘computer-
generated chorecography’was developed, which means a technique for using algorithms to
create a choreographic text, ie. dance / choreography. The process began with the work of
American dancer and professor Jeanne Beaman [1] in 1964, when with the help of computer
scientist Paul LeVasseur she created the work "Random Dances" [2]. Her ventures are
considered pioneering in terms of connecting computers and choreography. In 1966, Michael
Noll [3], for the Philadelphia Art Alliance, wrote a paper titled "Choreography and
Computers” (published in Dance Magazine in 1967), in which he spoke about the use of
computers in the direction of writing and notationof choreography, i.e. how a computer
program could recognize and transcribe the movements,leaving a permanent record of the
choreography / choreographic text (dance notation typewriter). Noll assumes that if the
traditional way of creating choreography is avoided, the time for rehearsing the
choreographic text would be better used and the process of creation in the studio would be
used to the maximum. He imagines that the choreographer has in front of him a "tool"
("digital computer with some form of visual display") through which he will createand write
the choreography, which he will then only transmit to the dancers. Between 1968- 1974,
Francisco Sagasti [4] and William Page attempted an interaction between dance and
computers, i.e. worked on a program to “create and stage a computer-generated
choreography for multiple dancers” [5]. Their work, on the one hand, is based on the need
to use technologyin creating dance sequences, which would bring the technology closer to
the artists, but, on theother hand, to point out the fact that technology and computers cannot
take the living artistic creations, no matter how sophisticated the software that will produce
the program.

The first world-famous choreographer to connect computers to the process of creating
choreography was Merce Cunningham. He used the “LifeForms” program to determine the
position of dancers on stage and in 1991 created the first computer-generated choreography
“Trackers”, which he then staged. Cunningham also used “Dance Forms”, the successor to
“LifeForms”, to create the “CRWDSPCR” choreography. This work remained on the
company's repertoire until 1999.
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The process of computer creation of choreography develops in parallel with the development
of computer technology itself, algorithms, and neural network systems. Attempts and interest
in combining technologies and computer advances in the programming of choreographic text
sentences are increasingly appearing on the world stage. Most significant are the work of
computer scientist Thomas W. Calvert from the eighties of the 20th century, the Choreology
Project of the University of Sydney, based on Benesh notation [6], then the work of Robert
John Lansdown [7], whose experiments were based on understanding the possibilities of
creating computer-generated choreography / dance with the help of "various procedural
techniques for generation™ and “established notations for scoring"”. He realizes that in order
to create a sophisticated program that will at least produce a choreographic text close to the
workof a human choreographer, a remarkably sophisticated program needs to be created.
Therefore,he, in a way, “limits” the program, in order to set only the basic movements of the
dance sequences, “the peaks, not the complete movement”, i.e. makes a framework, in which
it allowschoreographers to insert their ideas. Brazilian choreographer Analivia Cordeiro
works on creating a computer program that uses computers and television to design and
perform dance. According to her “by selecting components and establishing formal
relationships between them,the choreographer structures an interactive dance-TV system.
In this way he creates the algorithm which will generate the choreography he imagined*.
The computer program devisedby Cordeiro generated a set of instructions for the dancer, the
cameramen, and the TV director,with the dancer using his or her individual expression to
define additional elements, such as muscular effort and fluidity of movement, that remained
unspecified by the computer program.[8]

Considering that this paper aims to help develop software for creating choreography in the
fieldof contemporary dance, special attention was drawn to the work of the Ohio State
University, which in collaboration with world-renowned choreographer William Forsythe,
through the Advanced Computing Center for the Arts and Design (ACCAD). They create the
“SynchronousObjects” project, which seeks to answer certain questions, such as “What are
the organizing structures behind a piece of choreography? How can these be made visible
using interactive screen-based media? And what is the best way to communicate them?” [9].
Forsythe is makingan effort to create digital platforms for storing choreographies, such as
“Improvisation Technologies: A Tool for the Analytical Dance Eye”, then “Synchronous
Objects”, and“Motion Bank”, a research platform for creating and researching online digital
scores in collaboration with guest choreographers.

Over the past twenty years, there appear authors who want to link computer-generated
choreography to artistic dance expression, such as the project of Wayne McGregor, a world-
renowned choreographer from the UK, and his collaboration with Google Arts & Culture
Lab,followed by Luka Crnkovic-Friis and Louise Crnkovic. Friis in their paper “Generative
Choreography using Deep Learning” and others.

Development of computer software for creating choreography

The creation of a choreographic work can be defined as a complicated mental and artistic
process, which is related to the conditionality of several elements needed to achieve the goal
- dancer / body, space, choreographic thought / idea and process of the work itself, ie.
creation of movements in continuity, which would create a composition of movements, which
will growinto a reflection of the choreographic thought, ie. a process of creating a
choreographic text. The original choreographic text is autochthonous and is part of the
stylistic expression and poetics of each artist separately. In order to create a choreography
with artistic expression, the choreographer works in a space in which he or she is together
with the dancers (bodies) who are instruments in the creation of the choreographic text,
which revives the choreographic thought.

To develop such a program that will have the functionality to create choreography, means to
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digitalize the idea and the process of creating choreographic text. If we want to make a
sophisticated computer program, which will initially write, i.e. document the process of
creatingdance sequences, and for that we take as a basis Labanotation, which through a
complicated system of symbols, makes records for a certain choreography, it is necessary to
get acquaintedwith the kinetic theories of dance by Rudolf Laban. In his system for the
description of humanmovement, called “Laban movement analysis (LMA)”), Laban defines
four basic categories, through which he makes his analysis of the movements: Body, Form,
Strength and Space (Categories, according to the LMA, are capitalized). Laban, in his
theories, gives an interpretation of the relations of the four categories: Body, Form, Strength
and Space. He explains the connections and conditionality of these four basic categories,
which are at the heartof dance, as well as their sub-categories and relations. At the same time,
Laban creates a codified system for recording movements, Labanotation, which consists of
symbols and is quitecomplicated, but can be taken as a basis on which to create the computer
program.

All previously known tools / software programs for computer-generated choreography are
based on the creation of formations and eventual positioning of bodies in space. Therefore,
it can be said that if we look at the Laban Motion Analysis (LMA), as well as the categories
Laban analyzes in his kinetic theories, the hitherto known types of computer programs for
computer- generated choreography deal with the relationship between Body and Space. In
order to achieve a real process of creating computer-generated choreography it is necessary
to initially develop software that will cover the following categories individually: Body,
Form and Strength. Then it will be possible to develop software that will generate the
relationships between the categories, which, more precisely, will be able to obtain ‘original’
movements, which will be combined in the creation process.

Until we succeed in producing software programs that will break down and support the
categories according to Laban, their subcategories and relationships in a software program,
it is almost impossible to talk about the process of creation with computer-generated
choreography which will reflect the real-world process of creating choreography.

Initially, it is necessary to create a digital model of the human Body (bodies). An example is
a physical body, which will be connected to the computer body through sensors: Alter-body
[10] of the original. In this way it will be possible to copy the movements and ‘write them
down’ in the algorithm of movements, which we would divide into basic (basic), definite
(individual) and interactive (duet). We will call this vocabulary of movements the Global
Digital Vocabulary of HighAlterBodies.

Library of basic movements

To clarify the process of creating the Global Digital VVocabulary, we will say that the
software for the development of motions of the AlterBody, if based on LMA, should rely on
biokinetics and the way the body moves. The program should initially be 'fed' by the Library

of basic movements, which will consist of the well-known, specific movements of the Body
category.

To complete the process of creating this library, an algorithm should be developed, in which
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the categories - Body, Effort and Shape, and their sub-categories will be inserted, as well as
defining the movements that contain the interactive reactions between these categories and
sub- categories.

Effort has four subcategories (effort factors) - Space, Weight, Time and Flow, each of which
has two opposite polarities (Effort elements); Direct/Indirect; Strong/Light;
Sudden/Sustained; Bound/Free.

Shape has three Modes of Shape Change: Shape Flow, Directional & Carving.

Effort has a model of Action drive which includes Space, Weight, and Time with the
combinations, named Float, Punch (Thrust), Glide, Slash, Dab, Wring, Flick, and Press.
These elements should be projected for each body segment separately.

The program created for the AlterBody will be able, we assume, to support ‘real” human
movement in dancing with greater credibility. Then, a program for the interaction between
Space and the AlterBody should be developed, i.e. the ways of interaction of these two
categories should be predicted. In combination with the software for AlterBody (with a
completely generated Library of basic movements) and Space (with generated basic
directions of movements), it will be possible to complete the movement of the computer-
generated

AlterBody, which will be able to fulfill the tasks of creating certain movements through
space, which would be closest to the terms dance and choreography. The program should
define a basic digitized vocabulary of movements, supported by the categories and their
software, which will represent the database of elements to be worked with.

Particular movements

In order to realize the idea of complementing computer-generated choreography, with artistic
expression, during further development, we need to create a prototype of an upgraded model
of AlterBody with artificial intelligence, which we will call HighAlterBody. This model
should have a program that combines, designs, and upgrades elements from the basic
digitized vocabulary with individual interpretation and sequencing. Given that when creating
live choreographic text (in-person), there is an interactive reaction between the
choreographer and the dancers, which greatly facilitates the creation itself, such software
should have a tool (brain), which will consist of algorithms and neural networks, with which
it will be able to program the necessary interaction. Technology will help us feed this system,
through programs that use neural networks and sensory interactions, as tools to support
movements, according to certain human examples. Thereby, a library of special-defined-
individual movements will be created, which will serve for further development of the
HighAlterBody model.

Duet movements

This part of creating the program will be the most complex, because it means the interaction
of two HighAlterBodies. Each HighAlterBody will need to be able to maintain individuality
and not produce symmetrically-synchronized movements, but individually-segmented
movements, which will perform in interactive harmony. This duet movement will be
programmed as an algorithm for connecting segmented and precisely defined parts of two
HighAlterBodies.

The process of motion detection will again have to be combined with ‘feeding’ by simulating
duet movements of real human bodies, recognizing and segmenting them. This phase can be
developed when the first two phases of creating the Global Digital Vocabulary of
HighAlterBodies to support the process of creating a choreographic text are fully formed.
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The development of artificial intelligence will be crucial to finish this program, which will
help create a model for the creation of mutual dance, which includes not only forms and
formations throughout space, but ways of functioning that are transversal, three-dimensional
and special.
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Source: https://commons.wikimedia.org/wiki/File:Labanotation.svg
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Conclusions

For the past 60 years, the development of computer-generated choreography programs has
grown exponentially. The beginning is inspired, above all, by the desire to document and
write down existing choreographies, ie. facilitating that process. With the development of
computer technology and advances in software development, achievements are being
accelerated. Today we have programs which are supported by artificial intelligence, which
support the movement, which through sensors and holograms create an interaction of
artificial AlterBodies and physically present bodies.

The original idea was to create a tool that would help shorten the creation process in the
studio, thus saving time and resources, a tool that would allow the choreographer to try out
certain

situations and experiment, without involving other participants and to work more effectively
in a studio, 'live' (in-person). Now, that idea has been developed to a much higher level, as
state- of-the-art programs are used to determine motion and create body avatars that move
and reproduce computer-generated motion. By creating the Global Digital Vocabulary of
HighAlterBodies program, the development of computer-generated choreography will be
elevated one level higher. Creating a dance is still a thought, but we are approaching the
moment when a program will be created that can upgrade itself and ‘think’.

Here, we can ask ourselves the question of the ethical justification of the development of
such technology and its use, as well as the replacement of people with their digital AlterBody
and HighAlterBody counterparts. The dilemma is philosophical, we wonder if such
programs can completely replace the creativity that is born through the interaction of two
living beings - the choreographer and the dancer. The “artistic’ dimension will be difficult to
achieve until artificial intelligence reaches the peak of its development. This advancement
of technology will completely change the understanding of Man and his environment, will
develop and technologically overcome the social, anthropological segments of the social
order. Dance, since ancient Greek times, is considered a free (perhaps the oldest) art. It was
originally associated with the term ‘expressive art’, as opposed to ‘constructive art’, a term
that Nietzsche [11] later defined as ‘Dionysian’ and ‘Apollonian’ art. It is a dualism that has
permeated the definitions of artistic categories for centuries. Dance is considered a part of
the fine arts, which has a universal language, with strong individual features. When talking
about the future of dance and choreography and their connection to technology, as well as
the development of computer programs, the advantage that dance has as a free, expressive,
Dionysian art, becomes an obstacle, which in the future, through technology will have to be
determined through the ‘dose’ of constructiveness it carries, which takes away expression,
the main individual feature of contemporary dance and contemporary dance choreography.
What started out as a need for a ‘tool’ to help document choreographic performances can
take precedence and develop into a process that will completely replace the existing notion
of artistic values and needs. The development of technology is unstoppable and necessary in
many segments of modern life, because it facilitates and simplifies the daily process of
existence. However, there is a dose of doubt, simply, here, today, we are not sure how
technology will succeed in replacing the process of interaction between two human beings
and the individuality of their expression in contemporary dance. And, the question is, if that
succeeds, what will happen to Man and his creativity, what will happen to art?
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Abstract

Smart metering is debated issue currently. It is a consequence of the introduction of this technology into practice,
a many of pilot operations and the effort find the optimum technology for each area. The aim of the paper is a
system for testing of selected functionalities of smart meters. In particular, the ability to evaluate the power quality
parameters such as waveform distortion, detection of maximum and minimum values and other parameters
defined in the standard STN EN 50160. Described system is under development and testing, so some functionality
will put the finishing touches according to current requirements.

Key words
Smart meter, measuring, harmonics, testing

Introduction

Incoming technology of smart metering brings new opportunities for power system operation.
Smart metering provides in addition to measurement of voltage, current, and then calculating
other indicators, for example distortions, interruptions, etc.

Functionalities adding to the meter a makes question about validity of obtained data. Not all
parameterizations of smart meters are set correctly and identifying incorrect setting is not easy.
If the problem with incorrect settings is appear after installing to the network, then many
problems arise with subsequent disposal problems. Therefore, precision testing is the pursuit
of prior to commissioning. Developed measuring system allows testing the most common
errors in parameterization of smart meter and variability of the system allows adjusting the
measuring system to identify any problems.

Between the problems which the system wants to identify include, for example, influence
current flow and data transfer error. In the case specify distorted current flow may cause the
increasing the error rate of data transmission. The proposed system allows generating currents
up to 100th harmonic distortion.

A further possibility of presented system is the use when smart meters are tested at different
operating temperatures. For example, the smart meter verification of accuracy of measurements
of limitary low and limitary high temperature by placing smart to the conditioning chamber,
using high precise power supply source and reference standard using an accurate measurement
can be verified by measurement bias and quantify uncertainty smart meter.

1. Components of testing system
Developed system consists of a programmable source, reference standard, measuring the stand
and control software. Programmable source Applied Precision 8325B has a separate current

and voltage circuits. If necessary, there is possible to connect these circuits but it is necessary
to carry out to safety. Output circuits of power source can generate the signal in the range of 0-
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300 V and 0-120 A. Signal generator, which generates shape of voltage and current, can

generate a waveform with 100 harmonics.

Power Source 83258

Contol Unit 13138

Signal Generator 23308

Reference Standard 2330A

Signal Transducer 11258

Signal Transducer 11258 Labview Measuring System
Signal Transducer 11258
Power Unit 4380A =r=a=] B

Power Unit 4380A

Power Unit 4380A

Power Unit 4380A

Power Unit 4380A

Mains Unit 1320A

Measuring Stand

Smart Meter

)

Fig. 1 Scheme of measuring system

Programmable source Applied Precision 8325B has a separate current and voltage circuits. If
necessary, there is possible to connect these circuits, but it is necessary to carry out to safety.
Output circuits of power source can generate the signal in the range of 0-300 V and 0-120 A.
Signal generator, which generates shape of voltage and current, can generate a waveform with

100 harmonics.

o
o
o
o
o
o
o
o
o
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Fig. 2 Main window of software

Source has separate three phases of voltage and current circuits. This allows verifying the
meters with indirect measurement. On the other hand, if is necessary to measure more than two
meters with interconnected current and voltage circuits (disconnection is not technically
possible) then use isolation transformers is required.

The main program window Fig. 2 shows a set of communication paths with signal generator
and the reference standard. Those are standard serial port settings. At the bottom there is a
button to test communication. For correct communication window lists the name of the signal
generator and the reference standard.

Mastavenie zdroja | Sinus U, I | Deformované pricbehy 1 | Deformované pricbehy 2 | Stipajlica rampa | Klesajlca rampa |
Transient SIN LI
OFF/ON [ —b [ = B ]
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.: 230 J@ =llo Jpha;eul _C 1 Jy Sl JPhaseU.Ul
BIEE J@ ‘ =120 J Phasel)2 SlE Jg _ 2110 JPhase[ZUZ
=1 [220 J@ = [240 JPhaseUB =l JE =0 JPhaseBU3

Fig. 3 Window for testing with sinusoidal signal

Second window Fig. 3 allows setting voltages and currents to generate sinusoidal signals. On
the top of the window is transient option set, which means how will run output source. It is
possible to choose between three options: default (signal will be generated according to the
default setting source), generate soft (gradual onset signal under the curve, which is defined in
the source) and immediate (ramp signals will be immediate). If there is immediate set, then
must be careful about shocks. In some cases, must be range chose with a margin that starting
do not disconnect internal resource protection.

Created system allows generating distorted waveforms of voltages and currents. System in
conjunction with the above described source can generate harmonics up to order 100. For each
harmonic can also enter the angle, which can change the shape of the resulting waveform.
When entering the deflection voltage parameter can be entered manually or choose from
predefined signals. Harmonic distortion of predefined signal based on EN 50160th. The options
are All harmonics (0 to 100th harmonic of EN 50160) Even harmonics (0 to 100 odd harmonic
of EN 50160) Odd harmonics (0 to 100 odd harmonic of EN 50160) Tripplen harmonics (0 to
100 tripplen harmonic of EN 50160).

23l



Fig. 4 Window for testing with distorted signal

ComSetings Smart meter read buffer 2

Fig. 5 Smart meter data window

Test panel allow comparing the values measured by reference standard and read from smart
meter by optic head. Before communication start with smart meter is necessary to set
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communication parameters for optic head adapter. This is particularly the speed of
communication, which can be in a variety of smart meters is defined differently.

Smart meter data window reads the actual values recorded to smart meter. Phase diagram can
by created from the values. All measured values are shown numerically. A graphical
representation is showed for better orientation in the results.

3. Testing the measuring set

The system has been tested only on simple tests when running sine and also when running
distorted waveforms. Test and subsequent consultation with distribution network operators
showed justify the system and the requirement from technical practice. Based on the responses
to the created system will be modified next steps for the tests were focused on the most common
problems.

During tests are compared values from the Main window and Window Smart metering data.
Form and expression of the measured differences can be defined arbitrarily due to variability
of Labview.

Block of Smart metering data currently read 9 registers:

- 32.25(),52.25(),72.25() for voltages
- 31.25(),51.25(),71.25() for currents
- 33.25(),53.25(),73.25() for phases

The registers mentioned above correspond to the actual measured values. In case that were
analyzed other values that can detect the smart meter, a simple method adds read registers and
values are displayed.

The important thing is to have the exact address of the register to be read. The values obtained
can be compared with the reference standard outputs or with data from other measuring
devices.

The system could be made for the case that the data were compared with those consigned to
the data centers. Such a solution but requires parameterized settings headquarters and create a
working data connection created with the database system. At this stage, the aim of verifying
the measured data and they are stored in memory registers.

Conclusions

Developed system is under debugging. Highlights include established software modularity
and easy adaptability according to current requirements. This variability is given variability of
LABVIEW program, through which the whole system is created. Even in developing parts of
the program, emphasis was placed on creating blocks that can be configured as a different edit.

Developed system has great potential for testing smart meters and supports the different
parties to deploy the technology and also to eliminate some problems.

Additional steps that could finalize the generation of power interruption and monitoring how
these interruptions evaluates the smart meter.

Since it is possible for smart meters to define many functionalities, it is also necessary to leave
the system in an optimal manner designed to be customizable open to emerging needs.

230



References

Standards
[1] IEC 736 Testing equipment for electricalenergy meters
[2] IEC 387 Symbols for alternating-current electricity meters
[3] STN EN 60521 Class 0.5, 1 and 2 alternating-current watthour meters
[4] STN 35 6111 Induction var-meters. Technical requirements and test methods
[5] STN 35 6113 Maximum demand indicators for electricity meters. Technical
requirement and test methods

254



MNpBa MefyHapozHa koHdepeHumja ETVIMA
First International Conference ETIMA

UDC: 628.94:621.326.73.072.9

INFLUENCE DIMING OF LED LAMPS TO ELECTRICAL
PARAMETERS

Peter Janigal, Marek Mokran?
1Slovak University of Technology in Bratislava, Faculty of Electrical Engineering and Information Technology,
email: peter.janiga@stuba.sk
2Slovak University of Technology in Bratislava, Faculty of Electrical Engineering and Information Technology,
email: marek.mokran@stuba.sk

Abstract

Lighting systems are currently one of the main uses of electricity. The most popular option for reducing of
electricity consumption is the use of dimming. Dimming is a type of regulation in which we can regulate luminous
flux of a lamps and luminaires. This system of regulation is used in the road lighting industry, but also in
households. Dimming allows adaptation of the lighting system according to specific requirements and various
ambient conditions such as traffic density, daylight, etc. The regulation of the luminous flux de-pending on the
dimming system can affect the electrical parameters of the luminaires such as the power factor. The article deals
with the electrical parameters of luminaires with various lamps at different types of dimming.

Key words
LED, Power factor, total harmonic distortion

Introduction

In recent years LED luminaires play a decisive role in the field of lighting systems. Among
their most important benefits are luminous efficiency, various correlated color temperature,
color rendering index and energy efficiency that leads to energy savings. LED luminaire
consists of a main body, light sources, power supply (LED driver) and an optical distribution
system. LED driver is a non-linear load. Designing the LED drivers is a challenging task where
many problems need to be solved. The most frequently solved problems are currently
harmonics reduction and power factor correction (PFC). Power supplies without power factor
correction generated and reflected back to the AC power lines many unwanted harmonic
currents which degrade the power quality.

The presence of harmonics in power system can cause various problems such as reducing the
power factor and so on [1].

EMI filter Output

AC input & Power rectifier | DC output
AC-DC factor
- bridge ‘ correction ‘ - Fllt:er
&
Rectifier )
N / . /

Fig. 1 Block diagram of LED driver with power factor correction

Power factor is simply defined as the ratio of real power to apparent power:
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If both current and voltage are sinusoidal and in phase the power factor is 1. If both current and
voltage are sinusoidal but not in phase, the power factor is the cosine of the phase angle.

THD;[%] = 100 X

1. Literature review

Total harmonic distortion is quadratic sum of the unwanted harmonics over the fundamental
that gives the relative weight of the harmonic content with respect to the fundamental. [2]
Electrical equipment in Europe must comply with the EN 61000-3-2 “Electromagnetic
compatibility (EMC). Part 3-2: Limits. Limits for harmonic current emissions (equipment input
current up to and including 16 A per phase)”. [3] There are 4 different classes (A,B,C,D) in the
EN 61000-3-2 that have different limit values. It should be taken into consideration that these
limits are for individual harmonics (from 2 to 40) and do not specify total harmonic distortion
(THD). Class A are Balanced 3-phase equipment, household appliances excluding equipment
identified as class D, tools, excluding portable tools, dimmers for incandescent lamps, audio
equipment, and all other equipment, except that stated in one of the following classes. Class B
are Portable tools, arc welding equipment which is not professional equipment Class C are
Lighting equipment. (Table 1.) Class D are PC, PC monitors, radio, or TV receivers. Input
power P <600 W. [4] If a power supply output power is grated than 25W, it must meet class
C. Otherwise it can be test withed the class D standard. To pass Class C and Class D, power
supply must have power factor correction.[5]

Table 1 Harmonic current limits for LED driver > 25W

Harmonic order | Maximum permissible harmonic current expressed as a percentage of
n the input current at the fundamental frequency %
2
300 *

10
7
5

<39 3
* A is the circuit power factor

B |OINOTW|IN

11<

2. Power factor correction

When choosing a PFC it is important to recognize that the low power factor that occurs in LED
drivers is different from the power factor of traditional load. Low power factor of traditional
load requires a different correction approach. This type of low power factor can be easily
corrected by adding the reactive component of the opposite sign in parallel with the load. Low
power factor of LED drivers is caused by nonlinear circuit elements. Low Power Factors can
be improved by PFC circuits. We know the two basic types active and passive PFC.

Active PFC is more efficient, a little more expensive, generally integrated into a power supply,
and can achieve a PF of about 0.98 or higher. Passive PFC is less expensive and usually corrects
PF to lower values.

2. Measurement of electrical parameters
For the measurement were selected three luminaires with different drivers and powers.
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Table 2 Electrical parameters of luminaire with driver 1

Driver 1

Dimm [%] |S[VA] [P [W] ]| Q [Var] |PF[-]| THDi [%]
10
20 6,32 | 1,60 6,12 |0,250 16,56
30 740 | 2,43 6,98 |0,328 21,06
40 799 | 3,14 7,35 10,390 21,57
50 855 | 3,91 761 |0,456 18,49
60 8,95 | 4,58 7,68 |0,513 15,86
70 9,46 | 5,52 7,67 |0,584 13,91
80 9,85 | 6,43 759 0,654 12,15
90 10,56 | 7,25 7,43 0,693 10,81
100 10,90 | 8,04 7,35 0,737 10,09

Table 3 Electrical parameters of luminaire with driver 2
Driver 2

Dimm [%] |S[VA]|P[W] | Q[Var] |PF[-]| THDi [%]
10 11,14 | 3,05 10,70 | 0,271 15,42
20 12,21 | 594 | 10,67 | 0,483 16,27
30 15,14 | 895 | 12,31 | 0,597 17,53
40 15,14 | 11,10 | 10,23 | 0,734 10,70
50 1725 | 1411 | 992 0,817 9,73
60 20,69 [ 1820 | 9,77 ]0,881 8,68
70 23,12 [ 21,09 | 9,46 |0,907 8,12
80 25,57 [ 23,79 9,34 10,930 7,55
90 28,42 12686 | 9,15 |0,944 7,31
100 31,07 | 29,76 | 8,94 | 0,957 7,11

Table 4 Electrical parameters of luminaire with driver 3
Svietidlo 3

Dimm [%] |S[VA]|P[W] | Q[Var] |PF[-]| THDi [%]
10 2398 | 9,88 | 21,76 |0,413 86,70
20 41,15 | 18,63 | 36,64 | 0,453 87,65
30 32,85 30,14 | 13,06 | 0,917 24,35
40 41,06 | 38,82 | 13,47 | 0,945 21,35
50 49,86 | 47,82 | 13,91 |0,960 18,44
60 59,56 | 57,80 | 14,37 |0,970 15,86
70 68,86 | 67,22 | 14,83 | 0,977 13,86
80 78,70 | 77,14 | 1559 0,980 12,77
90 89,44 | 87,92 | 16,42 | 0,983 11,75
100 98,69 | 97,19 | 17,10 | 0,985 10,98
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Luminaire 1 has a driver 1 with rated power 18W with range of load 3 - 18 W. Luminaire 2 has
a driver 2 with rated power 35W with range of load 15 - 35 W. Both have been controlling by
DALI. Luminaire 3 has a driver 3 with rated power 100W. It has been controlling by 1~10Vdc,
10V PWM, resistance and contain built-in active power factor correction function. Drivers 1
and 2 have a declared power factor of 0.95 and Driver 3 has declared power factor > 0.96 at
rated power. The load of the drivers 1 (44% of rated power) and 2 (85% of rated power) is
lower than rated power of drivers which are used in the selected luminaires. The load of the
driver 3 is approximately equal to the rated power (97% of rated power). Electrical parameters
were measured during dimming in the range of 10 - 100% of luminous flux for all luminaires.
During the measurement were luminaires supplied from a stabilized AC power supply with
nominal voltage 230 V. At each level of dimming were the samples stabilized for 15 minutes.
Measurement of electrical parameters was performed using the precision meter for electrical
power and energy measurement Applied Precision reference standard rs 2330A. The measured
values of active, apparent, reactive power, power factor and total harmonic distortion of current
during the dimming are shown in the tables 2 - 4. A comparison of the individual measured
parameters for the selected ballasts is shown in the figures 2 - 6.
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Fig. 2 Apparent power dependence on dimming
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Fig. 3 Active power dependence on dimming
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Fig. 4 Reactive power dependence on dimming
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Fig. 5 Power factor dependence on dimming
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Fig. 6 Total harmonic distortion dependence on dimming
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Driver 1 has a declared power factor of 0.95 at rated power. The load of the drivers 1 was 44%
of rated power. This caused that at 100% (8.04W) was the maximum power factor 0.737. Driver
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1 was dimmed in the range of 20 - 100%, because less power than 1.6 watts could not be set.
Driver 2 has also declared power factor of 0.95 at rated power. The load of the drivers 2 was
85% of rated power. At 90% dimming (26.86 watts) was the power factor 0.944 which is less
than declared 0,95. Driver 3 has declared power factor > 0.96 at rated power. The load of the
drivers 3 was 97% of rated power. Measured values show that the use of dimmable drivers with
power factor correction is better because it can correct power factor values better than 0.95 in
the range 50 - 100% of dimming.

Conclusions

Dimming allows control of the lighting system according to specific requirements and various
ambient conditions. Dimming allows to reduce the power consumption of public lighting
systems at nighttime when there is a low traffic also allows the control of interior lighting
systems in dependence on the availability of daylight. During dimming are electrical
parameters that can affect the power quality and the electromagnetic interference changing.
One of the parameters that change significantly is the power factor. In Slovakia is power factor
evaluated monthly for electricity consumers. It assesses the amount of active and reactive
electricity taken off. If the users or company does not comply with its tolerance values of 0.95
to 1 than the special mark-ups on the invoice apply. Lighting systems with regard to the
operating time of the dimming and the used luminaires may significantly affect the value of
the power factor. The solution of this problem is compensating devices which by their activity
maintain the optimal values of the power factor.
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Abstract

Lighting systems pass through big change in terms of light source recently. LED replace discharge lamp and this
change represent change of electrical parameters and influence to installations. Lighting systems with discharge
lamp use inductive ballasts with choke and starter or electronic ballasts. Lamps with LED use drivers which are
switching sources. The drives include rectifier, high frequency oscillator, transformer and capacitors. Typically,
rectifier has impact to distortion of luminaire current and capacitor has impact to inrush current. Over the last
years, problem increases with inrush current. Public lighting networks reconstruct with LED luminaires. Often
increase inrush current and circuit-breaker must be changed for stronger. This change cause increasing of
payment for energy distribution and sometime is necessary change installation. Aim of this paper is describe
difference between luminaires from point of view inrush current. Size and duration of inrush current depends on
construction of driver and on phase of supply voltage. In paper are analyzed amplitudes, durations and behavior
of electrical parameters various LED luminaires.

Key words
LED, lamp, driver, inrush current

Introduction

Describes Lamps are quantitatively important group of consumers. Therefore, the question
about optimizing their operations is still topical problem. In this context, operator efforts to
reduce consumption and costs associated with maintenance and lighting system. In the past,
thermal light source was dominated and for start it or operation of this lamp was not necessary
driver or ballast. With discharge lamps using appear ballasts and later to reduce losses classic
ballast pass to electronic ballast. Recently, LED light sources entered to using in interior and
exterior lighting systems. When LED lamp is powered up from distribution network (for
example 230 V AC) then lamp need driver for voltage and current stabilization.

1. Literature review
Driver is electronic circuit shown schematically in the figure below. In term of transients the

peaks of current are during start up. Switching affects depend on size of the capacitor in DC
side of bridge rectifier. His rapid charging cause increased value of start up current.
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Fig. 1 Scheme of components in driver for LED lamp

Next transient is during driver output LED load connection. This transient is much smaller and
its size and delay depending on lamp type. Delay between first and second transient is less than
one second usually. The second current increase is about half of first transient. Size and time
when current peaks come are depending on the driver construction, used LED modules,
capacitor discharge (re-start) and phase of voltage when turning on the lamp. In the case driver
with harmonic filter may be the size of starting current depends on inductance and capacitance
of this filter also [5].

2. Inrush current LED lamp with driver

During the start of a lamp with LED driver occur two transients. Fig 2 shows behavior of two
different lamps starts and shows what a difference may be when lamp start from normal status
(cold start) and when lamp is restarted (hot start). The upper waveforms show start from cold
status and bottom waveforms show start from warm-up lamp. During these measurements were
phase and size of voltage identical. The aims of these measurements are show the differences
of delay between first and second current peak.
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Fig. 2 Current during start. Cold start on upper figures and hot start on bottom figures

Repeated starts may cause overloading and design of installations has switched off protection.
These transients may bring about problems with power quality and other device function [2].
In case of repeated starts shortly consecutive, the current peaks increase stress on internal
circuit of driver and lamp. This overloading is caused by repeating current peaks. The Fig. 2
shows decreased first current peak during hot start in the case of 2nd lamps.

3. Current peak during lamp start

During the analysis were investigated three different LED lamps and they were analyzed during
the switching on transient. VVoltages and currents are plot in figures below. Curves of voltages
and current are colored, where lamp1 is red, the lamp 2 is green and the lamp 3 is blue. The
figures show the impact of voltage phase at start to current behavior. If voltage phase is near
90 degree, the current peak is maximal. Duration of current peak is dependent on capacitor but
for reliable operation is no possible to decrease capacity of this capacitor.
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Fig. 3 Change current peak in dependence on phase of voltage
The voltage phase depends on turn on lamp moment. Greater instantaneous voltage during start
moment cause greater current peak. Results of measuring shows behavior of lamps with drivers
but from measurement is not possible provide general information about start up current.
Different drivers generate different behavior of current. If we try to find formula for behavior
description during start up, then it is possible to describe like as transient during capacitive load

switching on.
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Fig. 4 Change current peak in dependence on phase of voltage (angle from 270 to 360 degree)

Results of investigation of start up current with phase voltage from 180 to 360 degree are
showed on Fig. 4. There is interested the behavior around the 180 degree, where voltage cross
the axis. In this case is current peak divide to two small peaks. It can decrease current peak

during start up of lamp driver.

4. Switching flash

Switching of lamp is solved by switching elements with mechanical switching contacts most
often. In consequence the mechanical property of switching contacts is switching flash very
often. It is small oscillations of contacts and it cause oscillations of voltage. On Fig. 5 is

possible to view these oscillations and oscillations of current too.
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Fig. 5 Change current peak in dependence on relay contact

Semiconductor switching elements can eliminate the problem about switching flash but now is
used rarely.[1]

5. Mathematical description of start up current

Calculation of the start up current of LED lamp can be solved in two ways. Comprehensive
method is by modelling whole electrical circuit of driver and LED modules. Simply method
for start up current calculation is by modelling lamp like capacitive load (capacitor) or
inductive load (transformer). This simplification reduces calculation to solving problem
switching inductive or capacitive load. Current waveforms during inductive or capacitive load
switching are calculated using differential equations. [5]

Inductive load switching

uR(t)
t=0 —_—
R
i(?)

% L g u(t)
|

Fig. 6 Simple circuit with switching RL load

Resultant current formula i(t) is calculated:
. Uo [ . . _ Et
i(t) = - [sm(a)t +a—-368)—sin(la—06)e T ]

where U, —maximum voltage of power supply,
Z — circuit impedance,
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w — angular speed 2xf,
6 — phase difference.

Capacitive load switching

uR(t)
t=0 _—

o I

R
Uo \L ==\L uc(?)
i ©

Fig. 6 Simple circuit with switching RC load

cos(e +98) _t
—— ‘e RC

. Uo,, .
l(t)—751n(a)t+a—6)— RC

Although capacitor and transformer are located in the DC part of the circuit, description of
transient is preferable with formulas for AC circuits. It is due, the voltage in DC circuit copy
the voltage on AC during start up (half of period). At the rise time the voltage is in half of
period, it is still unidirectional, and it has sinusoidal shape.

Conclusions

LED lamps using is increasing in field of interior and exterior lighting. It is reason why is LED
lighting topic more often discussed. Exercitation of LED lamp shows problems of this
technology. Some problems have electrical character. One of them is startup current. It is
difficulty identifiable by electrical engineering without special measuring equipment because
startup current is very fast with high current peak. This paper show results of measuring of
startup current and it give information about this problem.

Aim of this paper is also describe methodology of calculation startup current. Exactly
calculation of current peak is difficult and for calculation is necessary information about all
components of lamp. Paper describes simplified calculation which gives information about
current behavior during startup.

267



References

Conference proceedings

[1] Cintula, Boris / Belafi, Anton: “Riadené spinanie vykonovych vypinaéov” In: SVOC 2009 :
Studentska vedecka a odborna &innost. Zbornik vitaznych prac. Bratislava, Slovak Republic,
29.4.20009. - Bratislava : STU v Bratislave FEI, 2009. - ISBN 978-80-227-3094-5. - CD-Rom

[2] Eleschova, Zaneta / Belani, Anton / Smola, Miroslav: “Monitoring of Electric Power Quality in
Administrative Building” 3rd International Scientific Symposium ‘Elektroenergetika 2005, Stara
Lesna, Slovak Republic,21.-23.9.2005. In: Elektroenergetika 2005 : 3rd International Scientific
symposium. Stara Lesnd, Slovak Republic. 21.- 23. 9. 2005. - Kosice : Technicka univerzita v
Kosiciach, 2005.

[3] Koval’, Peter / Liska, Martin: “Smart Metering” In: Power Engineering 2011. Energy - Ecology -
Economy 2011 : Tatranské Matliare, Slovakia, June 7-9, 2011. - Bratislava : Slovak University of
Technology in Bratislava, 2011. - ISBN 978-80-89402-40-3. - USB flash

[4] Liska, Martin: “Solving the Transients Event In Electric Circuits Using a Mathematical Model of
Differential Equations” In: Technical Computing Bratislava 2010 : 18th Annual Conference
Proceedings. Bratislava, Slovak Republic, 20.10.2010. - Bratislava : RT Systems, 2010. - ISBN
978-80-970519-0-7. - CD-Rom

Articles in journals

[5] Liska, Martin: “Kvalita elektriny, $tandardy a ich plnenie”. In: EE ¢asopis pre elektrotechniku,
elektroenergetiku, informacné a komunikacné technologie. - ISSN 1335-2547. - Roc¢. 16,
mimoriadne ¢. : ELOSYS. Trenéin, 5.-8.10.2010 (2010), s. 230-233

263



MNpBa MefyHapozHa koHdepeHumja ETVIMA
First International Conference ETIMA

UDC: 621.311.243:519.866

COMPLEX EVALUATION MODEL OF A SMALL-SCALE
PHOTOVOLTAIC INSTALLATION PROFITABILITY

FrantiSek Janicek', Jan Ponican', Matej Sadloii*

1Slovak University of Technology in Bratislava, Faculty of Electrical Engineering and Information
Technology, Ilkovi¢ova 3, 812 19 Bratislava, Slovakia
frantisek.janicek@stuba.sk, jan.ponican@stuba.sk, matej.sadlon@stuba.sk

Abstract: Number of small-scale photovoltaic installations grows rapidly every year. A decade ago,
this was motivated solely by the attempt to reduce greenhouse gas emissions, because the investment itself
was not economically viable. Nowadays, the table is turning. Small-scale installations are becoming
profitable, if selected wisely. Therefore, the article discusses, what are the factors that need to be taken into
consideration when selecting the photovoltaic installation, what data must be collected beforehand and how
to proceed in their analysis. To sum up, the article provides an in-depth methodology for the small-scale
photovoltaic installation assessment that is aimed to be used in household's or small commercial consumer's
profitability appraisal of such an investment.

Keywords— photovoltaic systems; profitability; price; electricity consumption; electricity generation;
renewable energy sources support; energy storage; optimization; standard consumption diagram

Introduction

Renewable energy sources (RES) development is a major tool in climate change combat
within the power engineering sector. These technologies however represent a significant shift
that may be seen like a threat both in terms of grid technologies and in terms of finances. Despite
these assumptions, the photovoltaic (PV) market is growing rapidly. This is naturally connected
with obligations of states under the international law to decrease their carbon footprint. Some
countries focus on large-scale projects in sunny locations. [1] These are not suitable for each
geographical region. This might be seen in the European trend of small-scale household
installations. They have several advantages. Firstly, they usually do not occupy land and could
easily be installed on the rooftop. Secondly, they are financed by private entities and do not
require a complicated state administration. Although, support schemes might still be relevant in
terms of profitability in some regions or for some consumer categories. Thirdly, they constitute
a much less significant threat for the electricity grid since they are spread all over the grid and
thus their generation output is usually different and distributed to various node areas. And
finally, if optimized properly, a majority of the generated electricity could be consumed in a real
time or stored in an energy storage device. Thus, the amount of transported electricity would be
minimalized. However, battery systems are still very expensive and unprofitable. Therefore, the
real-time consumption supported by some support schemes such as net metering constitutes a
way forward in many European countries. [2]

Household customers usually do not know what factors to take into consideration when
selecting the PV installation. Nevertheless, the market is quite competitive and there are many
PV suppliers, installers and many companies operating on various markets connected with both
electrical appliances and energy services that offer turnkey projects. PV design optimization is
a complicated process and large-scale project designers usually use various expensive softwares.
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On the other hand, household customers deciding upon the PV installation usually follow the
recommendations of the supplier. However, these do not necessarily have to be relevant. There
are many factors that should be considered, and an in-depth analysis should always be performed
before an installation purchase. Choosing a suitable PV installation is crucial for the profitability
of an investment. Too expensive installation with an overly set installed capacity would cause
the investment not to return at all, because the majority of electricity would not be utilized and
would only be sent to the grid as a surplus. An installation with an insufficient installed capacity
would not be profitable either, because the installation costs and the equipment costs would not
be proportional to the energy savings related to low installed capacity. As the findings show,
the starting point of each PV optimization should be the electricity consumption, i.e. both its
curve and its volume should be considered. It is important to understand that households'
consumption peaks are usually located before and after the working hours, whereas the PV
generation peak is located during the working hours. On the other hand, in case of the small
commercial consumers it is vice versa. This has a significant impact on the amount of surplus
electricity that cannot be consumed in a real time and thus creates a need for a battery storage,
what makes the installation far more expensive. The conclusion is that the consumption data
allows for the PV installation optimization that leads towards the profitability maximization.

Due to the above mentioned, the aim of the article is to identify a small-scale PV installation
profitability assessment methodology that would be clearly answering the question, what PV
installation is the most profitable for a specific electricity consumer. However, the article only
discusses Slovak market conditions and focuses mostly on the household customer categories.
Nevertheless, the proposed methodology may be used for other small-scale customer categories,
too.
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Methodology

Categorizing the final consumer

First of all, a detailed consumption data is needed. As it was already stated above, the PV
generated electricity is utilized in the most profitable way only when consumed immediately
without any energy storage solutions. Thus, it is important to adjust the PV installation
according to the consumption volume and its curve.

There are two options in defining the consumption of a specific electricity consumer. First
and much more accurate approach is to collect a real data. The easiest would be to collect these
from a smart meter or its online database. Another option might be to use the data collected by
the consumer himself. However, this data might not be that accurate. Second option, used if the
real data is unavailable, is to use the standard consumption diagram (SCD) provided by the local
distribution system operator. These usually divide the small-scale final consumers into several
categories according to their load profiles. Basic categories usually distinguish residential and
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commercial customers. This also applies to SCDs used by Zapadoslovenska distribucna a.s.
(ZSD). Seven consumer categories are defined by ZSD. Three of these are specified for
households, three for commercial customers and one for public lighting. [4] The load profile is
then combined with the annual consumption volume in order to calculate a consumption
diagram of the particular final consumer. This procedure results in a complex consumption data
covering all hourly, daily and monthly details. These constitute a solid platform for the
optimization.

Defining the PV technology

Secondly, the PV technology should be defined. Each PV panel type has different results
under different conditions. Therefore, it would not be correct to select one of the existing PV
technologies and to use it solely. Hence, the calculations are based only on an installed capacity,
an efficiency and a surface area of the considered panel. The respective details can be found in
datasheets and are used in further process in order to calculate exact amounts of electricity
generated by the PV installation. This method allows for a simple and quick technology
comparison. Nevertheless, polycrystalline panels are globally used the most. The reason is
economical. They are the cheapest to produce and majority of PV producers focus only on this
technology. However, it is important to state that their efficiency is slightly lower. [5]

When assessing the profitability, the installation investment (Pi) is a cornerstone. This price
is however made up of two items. A panel price (P1P) defines the market price of one selected
PV panel. An equipment price (Pe) defines the costs of a wiring, switchgear, inverter,
installation work and connected fastening material. All this information can be found in a
pricelist of a selected PV panel producer or installer. Market survey showed that the ratio among
these two installation price components has usually an exponentially decreasing trend. Higher
the panel number, lower the equipment price specified for an installed capacity unit, i.e.
consumers installing a bigger PV installation have more favorable equipment price.

To sum up, installed capacity, surface area, efficiency, and complex price details of the
specified panel must be gathered in order to proceed into the next stage of the analysis.

Collecting the radiation data

Another factor that needs to be considered is the amount of radiation (G). Naturally, radiation
depends on the locality of installation and is affected by weather, shading obstacles, panel
orientation etc. All these aspects need to be considered when calculating the PV production. To
sum up, it is difficult to predict the radiation amounts. Therefore, various predicting softwares
are used. Their calculations are usually based on historical data collected in a specific locality.
It might be anticipated that their predictions may not be fully accurate. With a more accurate
data more accurate results would be achieved. Majority of the respective softwares are provided
only commercially. However, a sufficiently accurate data can be gathered from PVGIS software
provided by the European Commission for free. [6] In addition to that, the respective software
provides both hourly and monthly average radiation data inevitable for the complex PV
production calculation.

Defining the PV installation

With the aforementioned consumption, solar radiation and PV panel data an optimization of
the installation can be performed. Thus, the aim of this stage is to define the most profitable PV
installation for a specified electricity consumer. This is achieved by consumption and production
simulations performed in order to assess the profitability of a PV investment.

The first step is to identify the hourly production values of a selected panel within an average
day of each month (Ezp). Primary input of this calculation is the hourly radiation amounts of an
average day within the month. Other inputs are related to the selected PV panel, i.e. the surface
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area (S), performance factor (pr) and efficiency (n). The performance factor represents losses
related to an inverter efficiency, dust, snow, wiring and switchboard losses, shading, panel
orientation etc. The number usually fluctuates around 0,8 and can be set precisely if needed.
The temperature coefficient (ct) represents monthly adjustments of the calculation related to the
temperature disturbances of the PV production. The installed capacity of the PV panel may only
be achieved under standard test conditions (STC). Usual datasheet STC temperature is defined
to be 25° C. Each deviation influences the PV production. Therefore, it is important to cover a
performance increase or decrease related to the temperature. [7]

Eip=G*S*pp*cexnxt (1)
_ Prc
M= S5e6re (2)

The above stated formulas had to be adjusted, because these results are required to be
collected not only for each single hour of the average day in the month, but for each single
relevant installed PV capacity that can be considered, i.e. a cumulative hourly production value
of the whole PV installation (Epv) needs to be defined for various installed capacities. Thus, an
equation (3) was introduced. The number (n) represents the installed capacity of the PV
installation. Here it is important to understand that the installed capacity is adjusted by simply
increasing or decreasing the amount of PV panels in the installation. A small-scale installation
is according to Slovak law an installation with an installed capacity of up to 10 kW. [8] If
standard polycrystalline panels with a 270 Wp installed capacity are considered, their number
should not exceed 37. Therefore, the simulation data should cover a PV production of 1 to 37
panels. However, if other panels are considered, the number of panels should be altered
accordingly.

Epy =nx*Ep 3)

Next step is to define hourly surplus electricity (AE) values. These again need to be calculated
for each single hour of an average day of the month and for each single relevant installed PV
capacity. The surplus electricity represents the amount of electricity that cannot be consumed
by the consumer in a real time and thus needs to be sent to the grid or to be stored in an energy
storage device or to be utilized in other way that is always more expensive for the consumer
than the real time consumption. In order to define the respective data, hourly consumption
values (Ec) of an average day in a month are needed. With these details, the amount of surplus
electricity generated in a PV installation can be identified for each single hour of 12 average
days representing the average conditions of the respective month. The comparison needs to be
at least this complex, because both the consumption and the PV production are significantly
different throughout the year. The most accurate method would be to calculate these numbers
for each single hour of the year based on real consumption data from previous years and on
exact solar radiation predictions defined for a concrete upcoming year and its weather
conditions. Consumption is largely dependent on household's habits, heating and cooling needs
that usually remain very similar throughout the years. The PV generation is mostly affected by
the radiation amounts and the weather character. These are predictable with only a certain
amount of accuracy. Thus, a prosumer energy optimization always requires an in-depth analysis.

AE == EPV - EC (4)
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Result of the calculations is a specific number of charts with 12 average days, each with 24
values representing the hourly consumption, production and surplus data. The number of charts
depends on the number of considered PV panels. Such complex data allows for daily, monthly
and yearly sums of PV production, consumption and surplus and thus constitute a solid platform
for comparison of PV installation options.

However, defining the installation's scale is just a part of the optimization process. Potential
prosumer has several choices when deciding upon the installation. Three major ones can be
distinguished under conditions of the Slovak market. Firstly, opting for a cheapest option,
installing solely a PV installation and thus relying only on a real-time consumption of the PV
generated electricity. Secondly, increasing the investment and spending extra money on energy
storage in order to utilize a higher portion of generated electricity. Commonly used are battery
systems usually sold in a bundle with the PV installation. And thirdly, subscribing to a novel
service on Slovak market offered by Zapadoslovenska energetika, a.s. (ZSE), a virtual battery.
Respective service provides a theoretical storage of PV generated electricity that cannot be
utilized in a real time. It is basically a net metering allowing prosumers to virtually use the
surplus electricity generated by their PV installation in periods when their PV generation is
insufficient. This is in fact done only through invoicing, i.e. no physical energy storage is
included.

Major tool used for analyzing the profitability is a profitability index. It compares the
investment costs with the future earnings arising from the investment and thus mathematically
expresses the investment suitability. [9] Higher the profitability index, higher the ratio of future
cash flows in comparison to its costs. For the purposes this article, the investment represents all
the PV installation costs and the future earnings represent the electricity savings related to the
PV installation. However, these are significantly different for the above mentioned three
scenarios and thus the next step has to be divided into three options.

Real-time consumption scenario

The optimization is crucial especially in case of an installation without a physical or virtual
energy storage, because the lack of flexibility in the utilization of the PV generated electricity
constitutes a significant barrier in the use of the PV installation. As it was stated above, the
installation investment (P;) can be divided into two elements, the panel price (Pir) and the
equipment price (Pe). However, this does not concern a case when only bundles provided by a
supplier or installer are considered. Then, the division would be irrelevant and only the provided
bundle installations and their costs would be considered. Due to the fact that the aim of the
methodology is the profitability index comparison of potential PV installations, the installation
price has to be defined for each of the potential installed capacities (n).

Pi=nx(Pp+F) (5)

Renewable energy sources (RES) are often subject to a state support. This concerns PV
installations, too. Thus, in case of an investment contribution eligibility, it is important to include
this fact in the calculations. This can be done by simple deducting the contribution from the
installation price. However, it is important to keep in mind that the contribution may change
according to the installation details, usually according to the installed capacity and thus may be
different for various considered PV installations.

Next step is to identify the annual savings (Ps), i.e. the financial value of electricity savings.
For this purpose, the hourly PV generation data and hourly surplus electricity data connected to
each considered scale of the PV installation are used. These numbers are needed to identify the
real time consumption within each hour. These amounts are subsequently summed and
multiplied by the electricity price (Pikwn) set by a tariff relevant for the particular customer. All
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the electricity generated in times when the production is higher than the consumption constitutes
a surplus that does not provide any electricity savings for the prosumer and is only donated to
the electricity supplier, in other words absolutely worthless for the prosumer. Therefore, the
optimization needs to ensure its minimizing.

P, = (Epy — AE) * Pywn (6)

The last step is to define the profitability index (PI) for each single assessed installed capacity
of the PV installation. These are then compared and the highest is selected as the optimal
installation for the real-time consumption scenario.

PI = i—* 100% (7)

4

Accumulation scenario

The most frequently used energy storage technology connected with the small-scale PV
power plants is the Lithium-ion (Li-lon) battery storage. Method used in assessing the
accumulation possibilities is very similar to the first scenario. However, several adjustments
needed to be done. The profitability analysis is slightly more complicated, because it does not
only compare various PV installed capacities, but it also compares various battery capacities.
In spite of the fact that the Li-lon batteries are usually sold as preset products and thus cannot
be sized to specific capacities, the methodology is aimed towards selecting the most profitable
battery capacity irrespective of the offered products. However, assessing the standardized
capacities only is an option, too.

When defining the installation investment (P;) the accumulation price needs to be considered,
too. A price of 1 kWh battery storage (P1g) can be defined after an up to date market analysis.
With this value, battery system investments related to each considered capacity can be identified
by multiplying the respective 1 kWh price with a specific number of kwWh (x), i.e. considered
capacity. Naturally, this constitutes an accuracy deviation, because higher battery capacities are
usually connected with discounts, i.e. the price / capacity ratio is not entirely linear. However,
this method can be easily adjusted for standardized offered products and thus to ensure more
accurate results. Moreover, the described method can be used for other energy storage
technologies, too.

P;=nx*(Pp+PF)+ (Pp*x) (3)

Major difference in comparison with the real-time consumption scenario is related to the
energy savings calculation. The difference is that the electricity that cannot be consumed in a
real time has to be divided into two categories, the electricity that can be stored in the battery
(AEB) and the electricity that cannot be utilized (AED), because there is not a sufficient battery
capacity in a relevant time, i.e. the electricity donated to the supplier. Their definitions are pretty
straight. The surplus electricity, or in other words the electricity that cannot be consumed in a
real time, represents the electricity that can be utilized up to a point when the battery capacity is
reached. All the subsequently generated electricity that cannot be consumed in a real time is
donated to the supplier without any remuneration. Both values can be defined from the hourly
consumption, PV production and battery capacity data. This difference results in an adjustment
to the annual savings (Ps) formula that needs to include the PV generated electricity stored in a
battery.
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P, = (Epy — AE + AEg) * Pigwn )

After both the installation investments and the annual savings are defined for each considered
number of PV panels and for each considered battery capacity option, the profitability indexes
for individual combinations can be identified and the highest can be selected using the same
technique as in the previous scenario.

Virtual battery scenario

A precondition of the virtual battery service is a smart meter capable of measuring both the
amount of electricity purchased from the electricity supplier and the amount of electricity send
back to the grid in times when the PV generated electricity is not needed. This allows ZSE to
motivate potential prosumers to opt for one of their PV installations by offering a service
consisting of a virtual storage of the surplus electricity. The idea is to allow customers to utilize
the surplus electricity sent to the grid later when the PV installation does not provide enough
energy. This is however performed only financially via an annual electricity invoice. Price
representing the annual amount of the virtually stored surplus electricity is deducted in the
settlement invoice from the costs of the consumed grid electricity. This means that the service
subscription is not reflected in the monthly bill and the customer is monthly charged in the same
manner as any other customer without the respective service. On the other hand, the deduction
does not include the whole electricity price, but only one of its components, the electricity
supply. This represents approximately only 30 to 40 % of the electricity price, depending on
customer’s tariff. In addition to that, the service in question is a subject to a monthly fee of 2 €.
All these characteristics have to be included in the methodology.

Firstly, the installation investment (P;) has to be identified for each considered PV installed
capacity. This is done in the same manner as in the real-time consumption scenario.

Secondly, the annual savings (Ps) definition has to be distinguished into two variants. First
for a case when the electricity sent to the grid is fully utilized in the virtual battery service, as
described in equation (10). Second in case this is not possible. Here, the surplus electricity has
to be divided into two categories, the electricity that can be virtually stored (AEvg) and the
electricity that cannot be virtually stored and has to be donated to supplier (AEp). The reason is
that the amount of PV generated electricity sent to the grid can only be deducted from the annual
electricity price up to the amount of consumed grid electricity. Thus, if the amount of electricity
sent to the grid is higher than the amount of grid electricity consumed, only a part of the surplus
electricity sent to the grid can be utilized in the virtual battery service. The amount of virtually
stored electricity under the second variant can be defined as a portion of consumed electricity
that does not include the real-time consumption of PV generated electricity. The rest of the
surplus electricity represents the amount that is only donated to the supplier and thus does not
stand for any electricity savings. This is expressed in formulas (11) and (12).

EVB = AE (10)
Eyg :EC_(EPV_AE) (1T)
Ep = Epy — E¢ (12)

The next step is to sum the hourly electricity amounts of the real-time consumption, of the
virtual storage and of the donated surplus in order to calculate their annual values. This data is
subsequently used for the annual savings identification. In this process, electricity price per KWh
(Pwwn) has to be known together with its component representing the electricity supply price
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(Psc-1kwn). Moreover, the flat rate subscription fee of 24 € per year (Pr) has to be deducted from
the savings.

P, = [(Epy — AE) * Pygyn] + [Evg * Psc—1ikwn] — Pr (13)

Finally, the last step is to calculate the profitability index for each considered PV panel
capacity using the same formula as in both previous scenarios in order to identify the most
profitable installation.

Conclusion

The aforementioned methodology results in three profitability indexes. Each of them
represents a specific option for the potential prosumer. Profitability index is a universal financial
characteristic that is widely used to compare investments. Thus, it can be used to identify, which
of these options is the most profitable.

PV optimization service is globally offered by dozens of companies that have either
developed their own software or use a licensed version of another provider. The main advantage
of the discussed approach is the fact that it is tailor-made for the purposes of the current Slovak
market and that it can be easily adjusted according to existing conditions, in other words
extended to include novel services, price fluctuations, PV or accumulation technologies etc. In
addition to that, the defined process is a methodology and thus can be included in a software
that could after providing customer's data, answer the question, which PV installation is optimal.

On the other hand, a significant drawback represents the fact that it is fully dependent on the
consumption and production data. These are rarely fully accurate. However, novel weather and
solar radiation prediction softwares are being developed every year. Therefore, it might be
assumed that the amount of error will only decrease in the future. With more accurate data a
more accurate optimization may be performed with the respective methodology.

To sum up, a complex assessment model was developed in order to quickly and easily define
an optimal small-scale PV installation for a potential prosumer under conditions of the Slovak
market.
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Abstract

This article deals with the issue of evaluation of voltage sags based on the analysis of the impact of different fault
types in power systems. The aim is to identify a range of influences of considered faults on voltage sags in the
industrial low voltage network. The analysis is based on the simulation calculation of selected faults to classify
negative effects causing potential improper operation of industry equipment due to faults in the power system. In
the paper are also described options of proposed measures for minimization of these phenomena.
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Introduction

In general, electrical appliances are dependent on the power supply, mainly on actual voltage
magnitude in the electric network. VVoltage sags or interruptions in the power supply could
result in a negative influence on the operation of appliances. The appliance's ability to
withstand voltage sag, respectively outage depends on the internal structure and topology of
electrical appliances. [5], [7]

The electric network provides in the context of measures for the protection of sensitive
customers' equipment very limited possibilities. The duration of voltage sags and short-term
interruptions can be reduced by increasing the capacity of the loop of power lines or improved
realization of elements of power system; the depth of voltage sags can be reduced by increasing
the short-circuit power of supply network. [7], [8]

Most voltage sags and short-term interruptions are caused by short circuits or earth faults
occurring in the power supply. These failures cannot be eliminated, but the number can be
significantly reduced. Restriction of the number of short-circuits results in less negative impact
on electrical appliances and can be achieved by, e.g. improved realization of elements of the
power system, replacing the overhead lines in cable lines, cleaning insulators, as more
consistent and more frequent elements controls of the supply network, etc. [5], [7]
Malfunctioning equipment on a large scale in industrial enterprises can have significant
economic impacts on their operation. Such facts may ultimately lead to e.g. to change the
electricity supplier or other changes, but the origin of the problems may be based on the
electrical topology, the specific location of the company in this topology. [1], [2]

The following research is based on this assumption, where the aim is to assess the impact of
various faults in the transmission and distribution electrical networks on the voltage conditions
in the distribution of an industrial enterprise. The range of the impact of selected faults will be
identified by quantifying voltage sags that could cause malfunction of industrial equipment
such as inverters, etc.

A suitable tool for an assessment of voltage conditions in the industrial network is a simulation
analysis of various faults in the power system.
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The research is performed on a mathematical model based on the real topology of a part of the
transmission and distribution system with all devices, which is complemented by a detailed
topology of the industrial power system.

1. Literature review

In recent years, the increase of automation in the industrial sector has brought problems with
power quality. These problems are mainly associated with using of electronic control circuits,
e.g. production technology sensitive to voltage sags. These devices are an important part of the
production and their failure can result in production restriction for a long time and cause
significant technological and financial losses for consumer. [1], [2], [4]

Overvoltage, voltage sags and interruptions are usually the reason of the faults in electrical
networks. Unpredictable load change or production change could cause the any voltage
deviations. It is not possible to eliminate all transient events in power system, and thus it is not
possible to maintain the constant value of voltage in low voltage networks. Despite, producers
should ensure that their products are able to withstand the operation within the defined limits.
[31. [5]

Another point of view, the distribution system operators should keep the power quality
according to standard EN 50160 “Voltage characteristics of electricity supplied by public
electricity networks. In practice, it often happens that the distribution system operators comply
with the power quality requirements, but sensitive equipment installed at the customer do not
have to work properly. It is not possible to guarantee permanently constant value of voltage in
the distribution system due to various sources causing these sags. And therefore, sensitive
equipment should be capable to withstand the voltage changes in exactly defined limits in terms
of depth and duration of the voltage sag. [6], [8]

To analyze the range of voltage sags, there were modeled a part of high and medium voltage
network. Both models were created based on the real data of distribution and industrial network
regarding simulation of the impact of different fault types in distribution network on the low
voltage level.

Based on the simulation calculations, there are analysed potential causations of voltage sags
with appropriate measures proposed for elimination of these phenomena in the industrial low
voltage network.

2. Model description

Voltage sags assessment in industrial network is based on the simulation calculations for
different types of faults (short circuits and earth faults) in the power system at different voltage
levels.

In the first part, assessment of voltage sags in industrial network is performed using a model
of HV distribution network (110kV) according to Fig.1. This area is supplied via a transformer
400kV/110kV, nominal power 350MVA, short-circuit power in that node is 5.5GVA.
Transmission power system is modeled using a model of equivalent network with given short-
circuit power.

In the second part, assessment of voltage sags in industrial network is performed using a model
of MV distribution network (22kV) according to Fig.2. This area is supplied via transformers
T1.1 and T1.2 (T1.2 je turned off, both busbars in present substation are supplied from
transformer T1.1).

Present models are based on real data of power system included given values of consumption,
i.e. topology of high (HV) and medium voltage (MV) level, transformers parameters, types and
lengths power lines and cables, loads.

279



3. Simulation scenarios

Analysis and impact of considered faults on the voltage conditions (voltage sags) in industrial
network are performed for the following simulation scenarios:

e Line-to-line short-circuit, line-to-line short-circuit with earth connection and line-to-

earth short-circuit in the transmission network near the transformer 400kV/110kV,

e  Three-phase short-circuit, line-to-line short-circuit, line-to-line short-circuit with earth
connection and line-to-earth short-circuit in HV network (110kV),

e 1% earth fault at different locations in MV network (22kV),
e 1% earth fault and following 2" earth fault at different locations in MV network (22kV).
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Fig. 1 Simplified model of HV distribution network

SC - fault (e.g. 3-phase fault)
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Fig. 2 Simplified model of MV distribution network

Table 1 Simulation scenarios list

Voltage level Fault type Fault position
Line-to-earth short-circuit, Line-to-line short-circuit, Line-to-
400kV line short-circuit with earth connection SCl
Line-to-earth short-circuit, Line-to-line short-circuit, Line-to- SC2
line short-circuit with earth connection, Three-phase short-circuit
110kV Line-to-earth short-circuit with the resistance of 1000 SC2
Line-to-earth short-circuit, Line-to-line short-circuit, Line-to- sC3
line short-circuit with earth connection
1% earth fault with following 2" earth fault in the same EF1
substation
1% earth fault with following 2" earth fault in the same EF2
substation
22kV 1%t earth fault with following 2" earth fault in the same EF3
substation
1% earth fault with following 2" earth fault in another substation EF1-EF2
1% earth fault with following 2" earth fault in another substation EF1-EF3
1% earth fault with following 2" earth fault in another substation EF2-EF3
Line-to-earth short-circuit, Line-to-line short-circuit, Line-to-
line short-circuit with earth connection, Three-phase short-circuit sc7
0.4KV (transformer with ratio 22kV/0.4kV and nominal power of
' 100kVA)
Three-phase short-circuit (transformer with ratio 22kV/0.4kV SC6
and nominal power of 100kVA)
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Three-phase short-circuit (transformer with ratio 22kV/0.4kV sCs
and nominal power of 1250kVA)

Three-phase short-circuit (transformer with ratio 22kV/0.4kV sca
and nominal power of 100kVA)

All considered faults were performed as zero-resistance faults except one case of simulation of
line-to-earth short-circuit with fault resistance (100Q) in HV network (110kV).

Simulated scenarios in MV network (22kV) were performed for the 1% earth fault and following
the 2" earth fault in the same substation and also for the 1% earth fault and following the 2"
earth fault in another substation.

Fault in LV network (0.4kV) (Fig. 2 — SC6) were performed on the secondary side of
transformer 22kV/0.4kV with small and large nominal power.

Selection of fault locations were determined in order to identify an impact significance of near,
far and earth faults on voltage sags in the assessed low voltage (LV) network (0.4kV) in the
industry.

Simulation experiment is assessed separately based on the results of simulation calculations in
power system as follows:

e HV network (110kV) supplied from transformer T1 400kV/110kV and transformer
T2 220kV/110kV;

e MV network (22kV) supplied from transformers 110kV/22kV T1.1 and T1.2;

e Transformers 22kV/0.4kV T1 and T2 with measurement of phase voltage at LV side of
transformer.

4. Simulation results

The aim of simulation scenarios is to evaluate of voltage on MV and LV side of transformer
T2 and T3 and to assess an impact on possible voltage sags. Therefore, on LV side the values
of phase voltages are evaluated: absolute voltage change, percentage voltage changes related
to nominal voltage (230V). On MV side the values of phase-to-phase voltages are evaluated.

4.1 Line-to-earth Short-circuit and Line-to-line Short-circuit with Earth Connection in
Transmission Network

Faults located in the transmission network were simulated on the busbar of primary transformer
side T1 400kV/110kV. In the following figures are shown occurred phase voltage sags in LV
network for cases: line-to-earth short-circuit, and line-to-line short-circuit with earth
connection (fault location in Fig.1- SC1).

From the voltage waveforms, it results that fault in the transmission network near to the
transformer 400kV/110kV has a significant impact on the voltage sag in LV voltage network.
In case of the line-to-line short-circuit with earth connection the voltage in phase L1 dropped
in LV network to the zero value. Due to power supply HV network (110kV) from the only one
transformer (T1 400kV/110kV), faults near to the transformer significantly affect the voltage
conditions in HV and thus in LV network.
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Fig. 3 a) Phase voltage (p.u.) in LV network for case: line-to-earth short-circuit in transmission
network, b) Phase voltage (p.u.) in LV network for case: line-to-line short-circuit with earth
connection in transmission network

4.2 Line-to-line Short-circuit and Line-to-line Short-circuit with Earth Connection in
110kV Network near to Transformer 110kV/22kV

This simulation scenario is focused on the analysis of impact of near faults to the
assessed point in HV network. Fault location point SC3 (Fig.1) is near to the transformer
110kV/22kV which supplies the MV network (22kV). In the following figures are shown
simulation results of phase voltage sags in LV network for cases: near line-to-line short-circuit
and line-to-line short-circuit with earth connection in HV network (110kV).

Results of present simulation scenarios for case line-to-line short-circuit and line-to-line short-
circuit with earth connection in the near 110 kV substation confirmed an occurrence of phase
voltage sags in LV network. In case of the line-to-line short-circuit, the voltage sag was lower,
equal to value 0.86 (p.u). The line-to-line short-circuit with earth connection caused the voltage
sag in LV network, equal to value 0.63 (p.u).
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Fig. 4 a) Phase voltage (p.u.) in LV network for case: near line-to-line short-circuit in 110kV
network, b) Phase voltage (p.u.) in LV network for case: near line-to-line short-circuit with earth
connection in 110kV network

4.3 Electrically Far Line-to-line Short-circuit and Line-to-line Short-circuit with Earth
Connection in 110kV Network

In this case, considered fault was simulated in HV network (110kV) in electrically far point
SC2 (Fig.1) from the transformer T1.1 supplying MV network (22kV). The aim of this
simulation calculation is to analyze an impact of far fault in the HV network on voltage sags
in LV network. In the following figures are shown simulation results of phase voltage sags in
LV network for cases: electrically far line-to-line short-circuit, and line-to-line short-circuit
with earth connection in HV network (110kV).

From the voltage waveforms, it results that electrically far faults cause almost the same
magnitude of voltage sags in LV network as the near faults.
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network, b) Phase voltage (p.u.) in LV network for case: far line-to-line short-circuit with earth
connection in 110kV network

4.4 Electrically Far Line-to-earth Short-circuit in 110kV Network with and without
considering Fault Resistance

This simulation calculation is focused on the analysis of impact of fault resistance on voltage
sags. In the following figures are shown simulation results of phase voltage sags in LV network
for cases: line-to-earth short-circuit without a fault resistance and with a fault resistance 100Q
in SC2 (Fig.1).

From the comparison of simulation results, it clearly results the fault resistance significantly
affects the impact of fault considering a fault resistance in HV network on the voltage sags in
LV network.
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Fig. 6 a) Phase voltage (p.u.) in LV network for case: near line-to-earth short-circuit in 110kV
network without fault resistance, b) Phase voltage (p.u.) in LV network for case: near line-to-
earth short-circuit in 110kV network with fault resistance 100Q2

4.5 15t and the 2" Earth Fault in Main Substation 110kV/22kV and near to Transformer
22kV/0.4kV T2 and T3

In MV network (22kV) were simulated different scenarios of earth faults. From given a large
number of simulated scenarios of earth faults, this article shows results only of selected
scenarios.

The first scenario represents the 1st earth fault in phase L1 in time 0.04s and the 2nd earth fault
in time 0.08s in phase L2. The earth faults were simulated in the substation 110kV/22kV
supplying a part of MV network (behind the transformer T1.1 on the 22kV busbar EF1 in
Fig.2).

The second scenario represents the same type of fault in point EF3 near to assessed LV
network. In the following figures are shown simulation results of phase voltage change for
cases: earth fault in points EF1 and EF3 (Fig.2).

From the simulations results the 1st earth fault (in phase L1) in main 22kV substation does not
affect voltage conditions in LV network. The 2nd earth fault (in phase L2) represents a line-to-
line short-circuit with earth connection with a significant voltage sag in phase L1 in LV
network.
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Fig. 7 a) Phase voltage (p.u.) in LV network for case: near earth fault in 22kV network (EF1), b)

Phase voltage (p.u.) in LV network for case: near earth fault in 22kV network (EF3)

4.6 Three-phase Short-circuit in 0.4kV Network

Present calculation is focused on the evaluation of impact of three-phase short-circuits located
in LV network supplied from the same 22kV network as the assessed low voltage network.

In the first case, three-phase fault was simulated on LV side of transformer 100kVVA (see SC6
in Fig.2) and the second case on LV side of transformer 1250kVA (see SC7 in Fig.2). These
calculations were selected in order to analyze fault impacts in different LV network supplied
from transformer with high impedance (100kVA) and low impedance (1250kVA) on voltage
sags, concretely on the transmission of failure into the assessed LV network.

From the voltage waveforms, it results the fault in LV network supplied from the same MV
network does not have a significant impact on the voltage sags in the assessed LV network. On
the other side, simulations confirmed an impact of different value of nominal power of
transformer on the transmission of failure into the assessed LV network. Transformer with
nominal power 1250kVA (with lower impedance) has more significant impact on the voltage
conditions than transformer with nominal power 100kVA (with higher impedance).
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Fig. 8 a) Phase voltage (p.u.) in LV network for case: three-phase short-circuit in LV network

supplied from transformer 100kVVA (SC6), b) Phase voltage (p.u.) in LV network for case: three-

phase short-circuit in LV network supplied from transformer 1250kVA (SC7)

5 Conclusion

The submitted paper deals with issue of analysis of impact of selected fault types located at
different points in power system on voltage sags in the industry. Increase of automation in
industrial sector brought problems related to voltage sags associated with wide using of
electronic control circuits, i.e. technology sensitive to voltage sags. Failures of this equipment
can lead in negative case to production restriction and cause significant technological and
financial losses for consumer.

A suitable tool to avoid voltage sags is an assessment of voltage conditions using simulation
analysis of selected various faults potentially most contributing to occurrence of voltage sags
in the industrial distribution.

Assessment of voltage sags in industrial network is based on the simulation calculations for
different types of faults (short circuits and earth faults) in the power system at different voltage
levels.

The aim of simulation scenarios was to point out voltage response in industrial LV network
considering different types of faults in selected locations in power system. From the
simulations result the voltage response significantly depends on the type and impedance of
fault.
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In general, manners of elimination of voltage sags have to be implemented on the side of
consumer as well as the system operator. The elimination of cautions of voltage sags from the
distribution or transmission system is not completely possible due to an impact of variable
unpredictable factors, such as meteorological factors (lightning, strong wind, frost, increased
humidity), equipment age, fauna influence, the impact of operational factors such as
overvoltage and so on. These phenomena are therefore necessary to minimize at the possible
lowest level. In order to avoid the production restriction in the industry area, it is necessary to
do more steps on both sides. The transmission and distribution system operators should perform
proper and regular maintenance service in their networks. On the other side, industrial
customers should perform the measurements in order to select the most sensitive equipment
and increase their ability to withstand any potential voltage sags.

And therefore, it is possible to use one application of the following methods:
e Immunity increase of the sensitive equipment or process (technology),

e Installation of special devices between the sensitive equipment (technology) and power
supply network,

e Elimination methods at the distribution or transmission grid.
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Abstract In this paper we test the accuracy of assumptions of Brownian motion model for stock pricing
process for the Macedonian Stock Exchange (MSE) ), which serves as an example of an emerging incomplete
market. For this purpose we use historical prices data for three traded companies on the MSE with the
highest market capitalisation: Alkaloid (ALK), Makpetrol (MPT) and Komercijalna banka (KMB). We also
evaluate the accuracy of Black-Scholes (BS) options pricing model for stocks traded on MSE. For this
purpose we define a hypothetical trader whose investment strategy is to buy a fixed number of options every
day. Our analysis proves that BS model is not suitable for evaluation of out-of-money options on incomplete
markets since the assumptions of its underlying stock pricing process model are not satisfied. The BS model
has limited value only for in-the-money options whose value is not significantly overestimated by leptokurtic
nature of the distribution of daily returns.

Key words Financial Derivatives, Options, Black-Scholes Formula
Introduction

At the turn of the 20th century Louis Bachelier [1] proposed using random walk as a model for
stock pricing processes - all subsequent price changes represent random departures from
previous prices. This model for stochastic process, now called Brownian motion, has since
become the dominant model for stock pricing processes and is at the core of pillars of modern
finance: Markowitz portfolio theory [2], capital asset pricing model [3], and option pricing
theory [4]. Efficient market hypothesis is dominant theory in financial economics associated
with the idea of random walk. The logic of the random walk idea is that when the flow of
information is unconstrained and information is immediately built in stock prices, then
tomorrow’s price change will reflect only tomorrow’s news and will be independent of the
former price changes. News is by definition unpredictable, hence, resulting price changes must
be unpredictable and random [5].

Criticisms of random walk model are numerous. Benoit Mandelbrot [6] elaborates that random
walk and Gaussian daily returns simply do not correspond to reality, and grossly underestimate
the risk of huge market swings. Historical data from many markets indicate that the daily
changes in stock prices do not follow Gaussian distribution. Huge changes in market prices
occur much more frequently than predicted by the Gaussian distribution, which is popularly
known as “heavy tails”.

In this paper we test the accuracy of assumptions of the random-walk model, and of one of its
most popular derivations — Black-Scholes (BS) model. Accuracy of BS model for option
pricing has already been subject of several empirical investigations, indicating that BS model
is biased in its estimation. Duan [7] suggests the tail properties of the underlying lognormal
distribution are too small, and thus the assumption of an underlying lognormal distribution does
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not hold. In [8], authors analyse error in BS model for valuation of European call options
derived from the CAC-40 money-market index. Dependence of estimation error on moneyness
and due-term of options is analysed, discovering error for both out-of-the-money (OTM) and
in-the-money (ITM) options. McKenzie et all. in [9] evaluate the probability of an exchange
traded European call option being exercised on the ASX200 Options Index. They conclude that
the BS model is relatively accurate. More precisely, BS model is significant at the 1% level in
estimating the probability of an option being exercised.

This paper extends previous results in the following direction. Statistical analysis of historical
data on stock prices is given for the Macedonian Stock Exchange (MSE) as an emerging stock
market with low liquidity. The aim is to determine the parameters for the model for the stock
pricing process. Then, we address the following research questions: How accurate can we
expect the BS option pricing models to be for MSE? This question is especially important for
the process of introduction of options trading on MSE and other emerging markets. Traders
need a working model for option valuation which they can reliably use to estimate the value of
options. While we draw our conclusions from the historical data on MSE only, we argue that
our results are valid for other emerging stock markets too.

The paper is organised as follows. In Section 0 we give summary of concepts used in the
remainder of the paper: introductions to financial derivatives, option valuation models, and
derivations of stochastic parameters make the paper self-contained and define the concepts and
notation. Section 0 gives the results on the derivation of stochastic parameters from the analysis
of historical data from MSE. Section 0 analyses the accuracy of BS formulae for MSE stocks.
Section 0 gives conclusions and possible directions for future research.

Background

A.Financial derivatives

A financial derivative [10] is a financial instrument whose price depends on the price of the
underlying asset such as oil, gold, stocks, interest rates, or currencies. Traders are using
forwards, futures, options and swaps, and various combinations of these fundamental
derivative instruments both (i) to manage or reduce risk, (ii) and to increase returns.

Options are very popular financial derivatives. A call/put option is a contract which gives the
holder the right to buy/sell an asset at a certain time for a certain price (strike price). Deciding
a fair value for an option is an extremely difficult task: the stock pricing process depends on
many parameters; the option payoff can be greatly influenced by difficult-to-predict events in
the future; options can be simple (European or American) but their payoff can also depend in
a very complex way on price movements (exotic options). Several models have been developed
for option pricing, most notably the Black-Scholes (BS) model [4], the Binomial option pricing
model [11], the Trinomial Model [12], the Barndorff-Nielsen — Shephard model [13], and
jump-diffusion model [14]. Using these models to value an option is a computationally
intensive task, except for vanilla European options where BS model provides a closed-form
solution. Additionally, calculating the Greek parameters for an option is an adamant
requirement for traders: the Greek parameters quantify the sensitivity of the option value to
changes in market conditions. Calculation of option value and Greek parameters involves
parameters derived from historical or current market prices. Correct estimation of these
parameters is of utmost importance for option valuation.
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B.Economic impact of derivatives market

The objective of a derivatives market is to maximize investor risk protection by offering
hedging and risk management mechanisms. Additionally, derivatives markets have a
significant economic role in price discovery. Price discovery is the way in which a market
establishes the price for items traded in that market, and then disseminates those prices as
information throughout the market and the economy as a whole [15]. Derivatives markets
provide the links amongst cash markets, hedgers, and speculators and thus contribute to the
development of the national financial infrastructure, stimulate national economic growth, and
help development of financial markets. Organized markets for derivatives were typical of
developed economies until the late 1980s, but the last two decades of the 20th century
witnessed an increased interest in the launch of derivative markets in emerging economies.
Financial derivatives are currently not traded on MSE and the stock exchanges in neighbouring
countries. The process of globalization of world economy implies the need for developing
countries to establish and develop financial derivatives trading, as a condition for further
development of the national economy. Introduction of financial derivatives on stock exchanges
in developing countries might attract foreign investments in listed companies, will stimulate
further development of stock exchanges, will have a positive impact on stock trading and stock
liquidity, and might even motivate new IPOs.

This paper aims to discover whether the option pricing models are valid for emerging financial
markets.

C.Models for valuation of options
At the heart of the BS model [4] for option valuation are the following assumptions:

e Market direction cannot be predicted. Geometric random walk is assumed in the BS model.
e Risk-free interest rate r remains constant over option duration.

e Stock returns are normally distributed

e Volatility o of stock prices is constant over time.

The assumptions underlying the BS model are widely considered as being too strict and even
unrealistic [16] [17]. Fisher Black [16] admits that BS formula depends on unrealistic
assumptions, but there is no other formula that gives better results in a wide range of
circumstances. Fallout of Long Term Capital Management (LTCM) hedge fund in 1998 [17]
was mostly due to small-arbitrage trading strategies combined with high leverage. Myron
Scholes and Robert C. Merton were amongst the partners of LTCM, and their mathematical
risk models were used by LTCM. The inaccuracies in these models were amplified by the high
leverage ratio of more than 250-to-1 [17] used by LTCM, and most certainly contributed to the
fallout of LTCM.

BS option pricing formulae use r and o. Stock’s expected return doesn’t appear in the BS
formula (see EQ.(6)-Eq.(9)), and it doesn’t affect the option’s valuation according to the BS
formula. However, it is intuitive that a higher (lower) expected return on the stock means a
higher (lower) expected return on the option. Therefore, in the next sections 0.D and 0.E we
describe the process of derivation of parameters r, ¢ and return rate on stock prices p from
stock pricing data.

Then, in section 0 we test the calculated statistics of r, 5, and pu for MSE against the assumptions
of BS formula.
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D. Derivation of stochastic parameters

Valuation of financial derivatives depends strongly on volatility estimates of the underlying
stock. There are two broad approaches: historical and implied volatility [18] [19]. The
historical approach assumes that past holds predictive power for the future. On the other hand,
implied volatility is calculated from the assumption that the market prices implicitly contain a
consensus estimate of volatility.

Even for historical volatility there exist several models. Different models can result in different
estimates. For example, GARCH model and its special case - EWMA incorporate the dynamic
structure of volatility, and are capable of forecasting future behaviour of risk. Historical
approaches have two steps in common: (i) Calculate the series of periodic returns; (ii) Apply a
weighting scheme.

First, for each day, we take the natural log of the ratio of stock prices.

Si

wi=In— 1)

This produces a series of m-1 daily returns e.g. from w2 to um, if there are price measurements
for m days si, S2, Ss, ..., Sm. Daily returns are expressed in continually compounded terms. Then
we calculate the average return for the whole measurement period

1 wi=
=1 i=2 Hi (2)

Second step estimates the variance from the same series of daily returns. We are using the
exponentially weighted moving average (EWMA), in which more recent returns have greater
weight on the variance. EWMA is more commonly used in risk management calculations, and
the variance is given by the square root of

Gy = A6 + (1 — D)(ue — w)? @)
where 1 is the decay factor, also known as the smoothing constant. In this method, the weights
are geometrically declining, hence giving more weight to the most recent observation compared
to older ones. This weighting scheme helps to capture the dynamic properties of the data.
Commonly, the smoothing constants are 0.94 for daily data and 0.97 for monthly data [19].

E.Kurtosis

Kurtosis [20] characterises the relative peakedness or flatness of a distribution compared with
the normal distribution. For a random variable x kurtosis is defined as

E[(x —x)* 4
Kurt[x] = M -3 )
o
where E[(x — x)*] is the fourth moment around the mean, and ¢ is the standard deviation of
X. For a data series e.g. daily returns {pi}, kurtosis Kurt[y;] is calculated as

Kurt[y; ]:{ n(n+1 i": (14 —4#)4 }_ 3(n-1)>

(n-D(h-2)(0-3) = o (n-2)(n-3)

Distributions with zero kurtosis are called mesokurtic. Normal distribution has zero kurtosis.
Distributions with high kurtosis are called leptokurtic, and tend to have a distinct peak near the
mean, decline rather rapidly, and have heavy tails. Distributions with negative kurtosis
(platykurtic) have a flat top near the mean and shorter, thinner tails.
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In the following sections histograms will be calculated for daily stock returns, and then kurtosis
will be used to measure accuracy of the assumption that the stock returns are normally
distributed.

Analysis of real market data

Capital market in Macedonia is relatively young compared with capital markets in developed
countries. Trading on the MSE (www.mse.com.mKk) started in 1996. Market’s short history
makes challenging the calculation of historical averages for market risk premium, as well other
market data like beta, industry averages. MSE’s short history means short time series, which
has significant negative influence on calculation of indicators and ratios necessary for security
valuation such as: beta calculation, historical risk premiums determination, rates of growth,
industry averages etc. Historical trading data are available from the following link
http://www.mse.com.mk/Statistics.aspx?Menuld=9.

Following set of figures give the stochastic parameters for the three stocks from MSE. Figure
2 presents the histograms of daily returns for ALK, MPT and KMB. Solid violet line with cross
markers gives the Gaussian distribution. Histograms of the daily return series for all stocks are
leptokurtic and do not follow the Gaussian curve, which is a significant blow to the BS model
[16]. This means that significant variations in the daily prices are much more common than
estimated by the Gaussian distribution. The impact of higher curtosis for MSE stocks will
become more obvious in the section on accuracy of BS formulae.

Figure 2. Histogram of daily returns for ALK, KMB and MPT.
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Figure 3. Kurtosis vs. time for ALK, KMB and MPT.

gives the kurtosis for daily returns for the period June 2003 to May 2021 calculated annually.
We do not observe any downward trend in kurtosis values for the past 18 years, which means
that the daily returns did not become more Gaussian-like during the past 18 years.
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Following figure depicts EWMA estimator of the volatility cewma. AS We can see in the
following figure, volatility varies with time, which is in collision with the assumptions of the
BS model. Over the past 18 years there were several periods of significant increases in volatility
e.g. first half of 2020 which coincides with the Covid-19 outbreak and quarantine measures.
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Figure 4. EWMA estimator of the volatility 6ewwma for KMB stock on MSE.

Accuracy of Black-Scholes formulae
In this section, we evaluate applicability and accuracy of BS formulae for stock options on
MSE. BS formulae for pricing European call and put options at time t=0 are:

C = SoN(dy) — Xe TN (d,) 5)

P =Xe ""N(—d,) — SoN(—d;) (6)
In(32)+ r+ﬁ T

) .

d2=W=dl—aﬁ 8)

where C is value of a call option, P is value of a put option, N() is Cumulative Normal
Distribution function, S, is current price of the underlying asset, Xis exercise price, T'is expiry
time, ris continuously compounded risk-free interest rate, and ¢ is historical volatility for the
underlying asset. As a risk-free interest rate we take the interest rate of treasury bonds issued
by the National Bank of the Republic of Macedonia (NBRM). Data is available for download
from the NBRM web site https://nbstat.nbrm.mk/.

For the purpose of measuring the accuracy of BS formulae, assume a hypothetical trader that
uses those formulae to value options. Every day the trader uses historical market data to
calculate volatility ¢ using Eq. (3) and then invests a certain amount in buying options. From
trader’s point of view, trading is discontinuous in time with time step 1 day. Trading times will
be denoted as ¢= {I, 2, 3, ...}. Trader pays no trading charges. If the assumptions of the BS
formulae are valid, then in the long run the return of this investment strategy will be equal to
the risk-free interest rate. But we know for a fact that many of these assumptions are not valid
[16], and they serve only to simplify the model for the stock pricing process. Then, what is the
profit or loss the trader will make on real markets? What is the impact of the expiry period on
the profitability of this strategy? Does the ratio between the exercise price and spot price has a
consistent impact on the profitability of the investment strategy? These are the questions that
we address in the remainder of this section.
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Our hypothetical trader uses an investment strategy where every trading day a fixed number of
options is bought. For sake of simplicity we assume that 1 option is bought every trading day.
Without losing any generality of the obtained results, we also assume that

o the trader always buys options with same expiry period 7;

e exercise price is calculated as a multiple of the spot price X, = kS; by a fixed factor
k.

Total investment at time t is calculated as the sum of present value of all previous investments
Il' = It_lerTM + Ct' IO =0 (9)
where C; is the premium for a call option at time t, T), = 1/252 is one trading day.

Earning at time t for an option with expiry time t and exercise price X, = kS,_r is calculated
as max(S; — X, 0). Total earning up to time t is calculated as

E, = E,_;e"™™ + max(S; — X;,0); E, =0 (10)

Profit at time t is calculated as max(S, — X;, 0) — C,_reT, and total profit at time t is calculated
as the sum of present value of all previous profits

Pt = Pt_lerTM + maX(St - Xt, 0) - Ct_TeT; PO = O (11)

Finally, we calculate the return-on-investment ROI = P,/I,. Similar equations are valid for
put options.

We repeat above calculations for T €{0.0183, 0.25, 0.5, 0.75, 1} and k €{0.6, 0.7, 0.8, 0.9, 1,
1.1,1.2,1.3,1.4}. T = 1 means expiry period of 1 year. We use the calculations to analyse the
profitability of call and put options for stocks traded on MSE. Figure 5 gives the return-on-
investment ROI(t, k) = P.(T,k)/I; (T, k) as a function of &, and parameterised for the expiry
period 7for KMB call and KMB put options. For ITM options, that is, A<1 for call options and
k> 1 for put options, the profit is moderate, which means that BS formula gives a reasonable
estimate of option’s value. However, our trader is making significant profits for all OTM
options, except for put options with expiry period of 1 month (77=0.0183) and k= 0.6. This is
a direct consequence of the leptokurtic nature of the daily returns distribution. The heavy tails
of the distribution of the daily returns will cause the deep OTM options to be exercised more
frequently than expected according to the BS model. The deeper an option is out of the money,
the more it is underestimated by the BS model. As a consequence, ROI grows as as k&
approaches 1.5 for call options, and as & decreases towards 0.6 for put options.

9 4
Call Put
ya s

0.7 08 09 1 K L1 12 L3 14 LS 1

Figure 5. ROI vs strike price for KMB call and put options. 7€ {0.0183, 0.25, 0.5, 0.75, 1} is
curves’ parameter.
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How can both call and put options be highly profitable in the same time period? The
explanation is actually very simple. Namely, KMB stock price experienced strong rises and
drops in several periods between 2003 to 2010, and then again around February-March 2020
coinciding with the Covid 19 outbreak. As a consequence deep OTM call and put options were
exercised more frequently than anticipated by the Brownian motion model and the log-normal
distribution for the stock price changes. To emphasise this phenomenon, in Figure 6we give
the earning of individual call and put options for 7= 1 month. Several periods of strong 1-
month stock price rises in 2004-2006 make the call options highly profitable. In mid-2008 a
bubble burst occurred which made the 1-month put options very profitable. At the end of
February 2020, there was a Covid-19 induced drop in the share price, and consequently the
OTM put options were exercised. Only a month later, the KMB prices recovered strongly, and
hence the OTM call options were exercised.
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Figure 6. Daily KMB prices, and daily earning of individual KMB call and put options for k=
1.3 and &£=0.8, respectively. Expiry period is 7= 1 month.

Phenomena depicted in Figure 5 were observed for ALK and MPT stocks too, as illustrated in
Figure 7 and Figure 8, respectively. Namely, deep OTM options are heavily undervalued and
can raise significant ROI for the option owners. ITM options are correctly valued by the BM

formulae, and do not favour neither the option buyer nor the option seller.
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Figure 7. ROI vs strike price for ALK call and put options. 7€ {0.0183, 0.25, 0.5, 0.75, 1} is

curves’ parameter.
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Conclusion

Accuracy of assumptions of Brownian motion model for stock pricing process are tested in this
paper. We conclude that the two main assumptions of the stock pricing model underlying the
BS formula are not valid for MSE and in general for developing markets First, daily returns do
not follow log-normal distribution, with high kurtosis values. Significant positive (bullish) runs
and significant negative (bearish) runs are more likely on MSE than expected by the Brownian
motion model. Second, volatility of daily returns is not constant over time. The invalidity of
the main assumptions has severe consequences on the applicability of the BS model on MSE.

When applied to MSE, BS formulae severely underestimates the likelihood of occurrence of
significant jumps and drops in stock prices. Deep OTM call and put options, which can be
bought for very low premiums, are frequently exercised and bring extremely high earnings to
the owner. Thus, on incomplete and developing stock exchanges BS formula puts options
holders in a winning position.

We recommend that the BS formulae can be reliably used only for ITM options e.g. k > 1.1 for
put options and k < 0.9 for call options. For the valuation of the OTM options at incomplete
emerging stock markets, whose representative is MSE, one needs to use a model for stock
pricing process which takes into account high likelihood of significant drops and jumps in stock
prices e.g. jump-diffusion process, and occurrence of long positive and negative runs. Another
option for the evaluation of ITM options is to use Monte-Carlo simulations based on the
distribution of daily returns is derived from the historical stock prices.
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Abstract

Robust principal component analysis (RPCA) is a powerful procedure which decomposes a matrix into its low-
rank and sparse matrix components. As such it can be used for signal denoising in situations where useful part of
the signal can be represented as a low-rank matrix, which is usually the case in acoustic signals with some
inherent periodicity. This paper examines the applicability of RPCA for cyclostationary acoustic signal denoising
by decomposing the Short-time Fourier transform of a signal and eliminating its sparse component. The main
purpose of this approach is improvement of the signal-to-noise ratio in acoustic signals obtained in noisy
industrial surroundings for the purpose of fault detection or machine state estimation. The procedure is tested on
artificially generated signals as well as on real acoustic recordings.

Key words
Acoustic signals, Noise removal, RPCA, Industrial state estimation.

Introduction

With the rise of accessibility of smart hardware devices and inexpensive sensors, acoustic
signals are starting to be used for the purposes previously reserved for some other, highly
specialized, sensor systems. From ambient event detection, classification of movement,
musical instrument detection, all the way to industrial predictive maintenance and state
estimation, sound has become a medium which is capable of absorbing various information
quite efficiently. It has been long known in the literature [1] that sound can be used to detect
fault in rotating actuators sometimes faster than vibration signals which have been traditionally
used for solving this issue. The problem, however, lies in the same feature of acoustic signal
which makes it so attractive for diverse application: sound is capable of detecting even the
slightest changes in the environment, which makes it prone to severe noise contamination. This
is especially true in real industrial settings which are generally very noisy and which consist of
large amounts of machines working simultaneously. With this in mind, identifying a single
actuator in an industrial plant and performing sound analysis for that particular machine is more
than challenging.

One of the popular algorithms in the last decade which has been used on acoustic signals,
usually for the purpose of vocal extraction, is Robust Principal Component Analysis (RPCA).
It is an extension of a widely used statistical data analysis tool called Principal Component
Analysis (PCA) and is used to decompose any matrix into its low rank and sparse matrix
components. This has proven to be very useful for diverse applications such as background
removal from video surveillance cameras, instrument extraction and vocal extraction from
musical compositions, etc. One example of musical application is given in [2] where Short
Time Fourier Transform (STFT) of the musical composition is observed and it is concluded
that musical instruments have a repetitive appearance on the time-frequency plot, which should
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correspond to the low rank matrix presentation, while vocal segments are chaotically scattered
in time and frequency, corresponding to the sparse matrix. Even though authors have not yet
seen the application of RPCA decomposition for preprocessing of acoustic signals obtained
from industrial surroundings, arguments for its potential use in this area are quite compelling.
Bearing in mind the successful application of RPCA approach on music signals, we can
analogously conclude that the expected behavior of rotary actuator signals in time-frequency
domain can correspond to a low rank matrix (due to its cyclostationary behavior which leads
to discrete number of peaks in the frequency domain), and the surrounding noise is expect to
behave as a sparse matrix, similarly to vocal components in music.

The main idea of this paper is to test the aforementioned assumption: that RPCA decomposition
of acoustic signal of a rotary actuator made in noisy industrial surroundings will yield a low
rank matrix corresponding to the sound of the actuator and sparse matrix corresponding to the
unwanted noise. This will be done on artificially generated signals first. These signals will be
created to have similar properties as real signals from rotary actuators, with added noise, so
that signal-to-noise ratio (SNR) can be controlled. After that the algorithm will be tested on
real signals in three scenarios: 1) when the background noise is stationary, which is the most
common case, and the source of the background noise are just the sounds of other machines in
the plant; 2) when impulse disturbance is added to the background noise in a form of the
hammer hitting the metal surface periodically; and 3) when speech contamination is present,
i.e. people are speaking near the microphone which records the sound of the actuator. Since the
nominal sound of the actuator is unknown, SNR cannot be measured for the real industrial
scenario, so the performance of the algorithm will be assessed by analyzing the time-frequency
representation of the filtered signal and by listening to the obtained recordings.

This paper is structured as follows. In Section 1 a short literature review is presented which
introduces the way RPCA algorithm is used in the literature and the use of acoustic signals for
predictive maintenance in real industrial surroundings. The RPCA based noise reduction
algorithm is presented in Section 3, while the specific rotary fan mill on which the test has been
done is described in Section 4. Results both on artificial and real signals are given in Section
5, while the conclusion of the paper is given in the last section.

1. Literature review

The initial attempt to robustify the PCA method, which is severely influenced by intensive
noise, dates back to 1970s and 80s [3]; however, due to inability to implement it in polynomial
time and the fact that there were no performance guarantees, the approach has not been popular
until around 2010. During that time idealized version of that problem has been examined by
[4] and has shown promising results. From then onward applications of RPCA methods have
been diverse, from image processing applications such as background removal or recovery in
video surveillance [5], to cyber security [6]. The application most interesting in the light of this
paper is the use of RPCA for acoustic signals. By far the most popular subject in this area has
been instrument and singing voice separation from musical compositions. This application has
shown great potential, starting with a simple masking procedure in time-frequency domain,
proposed by [2], this simple algorithm has been adopted and upgraded by using repeating
pattern extraction [7]. There was even an attempt to implement this procedure in real time using
bilateral random projection to reduce the amount of necessary computing [8]. It is evident that
the applicability of RPCA approach is vast, and new practical applications are emerging every
day.

This paper is concentrated on the problem of separating useful sound of the rotary actuator
from the surrounding noise in acoustic signals recorded in industrial surroundings, and as such,
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this issue is quite similar to separation of vocal component from instruments, as proposed by
[2]. Even though it has been long shown that acoustic signature of rotary actuators is
cyclostationary and that sound can be used for state estimation [1] the authors are yet to see the
RPCA factorization used for such purposes in the literature. For that reason, the aim of this
paper is to test the assumption that RPCA factorization can be used for preprocessing of
acoustic signals for the use for state estimation algorithms such as the one proposed in [9].

2. RPCA based noise removal

Robust principal component analysis is a modification of one of the most widely used statistical
algorithms for data analysis — PCA. The goal of RPCA is to recover low rank and sparse
components of severely corrupted matrix M. Procedure itself, as stated in [4] is defined as an
optimization problem:

minimize ||L||, + A||S||; 1
subjectto L+S=M (1)
Here, L € R™™ represents a low rank component of matrix M € R™™, and S € R™™
represents its sparse component. Nuclear form of the matrix (sum of all singular values) is
denoted as ||-]|. and the L1-norm of the matrix is denoted as ||-||;. The parameter A is used to
balance between the rank of L and sparsity of S. A good choice of that parameter is offered in

[4] as A = 1/{/max(n, m) and this value has been used in this paper as well.

Bearing in mind the problem we are aiming to solve, i.e. denoising acoustic signals obtained
in industrial surroundings, we should examine what kind of behavior is expected in a signal.
First of all, the recorded signals are obtained with the goal of state detection of rotary actuators.
That means that the acoustic signal is expected to have cyclostationary signature [1] with
dominant frequency components related to rotating frequency and its higher harmonics. By
observing the STFT of the signal it is expected to contain several peaks in frequency domain
which corresponds to straight lines parallel to time-axis in time-frequency presentation, i.e. the
STFT matrix is expected to have low rank. Intense surrounding noise, however, is expected to
exist on all the frequencies and should have the behavior which corresponds to sparse matrix
in time-frequency domain. As such, the STFT of acoustic signal can be decomposed into
informative cyclostationary component, L, and noise which is expected to be contained in the
matrix S from Eq. (1).

The algorithm which will be used for testing this hypothesis will be a modified version of the
work proposed in [2] for separation of vocal components from musical compositions. Here
vocal components have similar attributes as the surrounding noise, while musical instruments
have the behavior which is expected in rotary actuators. The procedure consists of five steps:
1) Separating recorded acoustic signal into smaller frames 10 s long
2) Calculating matrix M which is a STFT of a frame (using Hamming window 1024
samples long, with 1000 samples overlap)
3) Using RPCA to decompose STFT into low rank matrix L and sparse matrix S
4) Depending on the type of algorithm which will be implemented in this step one of
two actions can be taken
a. Denoising without a mask: matrix L is adopted as the filtered signal,
Mriterea = L;
b. Denoising with a mask: masking is performed to obtain the filtered signal,
Mg jitereqa from the original matrix M;
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5) Inverse STFT of M;tereq is Obtained as a reconstructed filtered signal in time-
domain

Masking procedure in step 4) b. has been proposed by [2] to improve the separation results.
The masking is used to indicate which part of the original matrix M is useful and should be
kept in filtered signal. Binary time-frequency mask is obtained as

A ¢ (M) [ RN (F)]
B(i.j) = {0, otherwise ’ @)

forall 1 <i<nand1<j<m. Parameter k has been set to the value of 0.3, which is the
value that yields best signal-to-noise (SNR) ratio for artificially generated signals. After
calculating this mask, the filtered signal STFT is determined as

Mfiltered(i:j) = B(l,])M(l,]) (3)
3. Case study

Acoustic signal denoising algorithm presented in the previous chapter has been created for the
purpose of noise removal in industrial surroundings, and as such it will be tested both on
artificially generated signals and on real acoustic recordings. The problem which we aim to
tackle in this paper is related to predictive maintenance of coal grinding fan mill in thermal
power plant Kostolac Al in Serbia.

The main purpose of coal grinding subsystem is to pulverize coal into fine powder so that it
can be transferred to the boiler where it is used as a fuel. The grinding process is achieved with
fan mills which have an impeller within them with 10 impact plates placed around the center
in circular fashion. Mill is filled with coal as the impact plates rotate with the speed of around
12.5Hz, and the friction between chunks of coal and the plates pulverizes the coal.
Unfortunately, one side effect of this process is that the impact plates themselves get worn as
the number of working hours increases. While they become depleted their performance and
efficiency suffer and if the maintenance is not conducted on time this can lead to failures and
shutdowns of the entire subsystem. For that reason periodical maintenance of the mills is
usually conducted and recently there is an attempt to automate the process using acoustical
recording obtained in the vicinity of the mill [9].

Acoustic signals are recorded by placing the microphone near the mill. The sampling frequency
is 48kHz and is later downsampled to 4.8kHz due to the fact that the most important frequency
components are lower than 2000Hz. It is shown that acoustic signals are informative enough
to detect whether the impact plates are functioning properly or the maintenance needs to be
conducted [9]; however, any unexpected noise in the acoustic recording can severely influence
any similar state detection algorithm [10]. For rotary actuators such as fan mills, the acoustic
signature is quite predictable in the frequency domain. There are dominant peaks at
characteristic frequencies and several higher harmonics are usually visible as well. In the case
of fan mill in thermal power plant Kostolac Al in Serbia, the frequency signature is shown in
Fig 1. (left). The dominant peak is at the rotating frequency of f. = 12.5Hz and its higher
harmonics, as well as at the frequency at which the impact plate passes near the microphone
(since there are 10 impact plates, that frequency is at f,, = 125 Hz) and its higher harmonics.
STFT of the signal is typical for stationary behavior, i.e. there are dominant constant lines at
specific frequencies. What is notable is that the signal shown in Fig. 1 (left) is naturally noisy
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due to the fact that even in nominal working conditions the real industrial surroundings is such
that the acoustic noise is unavoidable.

Since real acoustic signals are naturally corrupted by noise, it is hard to experiment with them
and to determine signal-to-noise ratio. For this reason artificial signal is generated which
mimics the behavior of the real signal in frequency domain, but without the noise. The idea is
not to model the signal exactly, just to mimic the shape in the frequency domain so that the
RPCA based algorithm is similar and we can control and test for the signal-to-noise ratio. The
proposed signal x(t) is phase modulated so that the higher harmonics are generated in the
frequency domain

x(t) = sin(2m - ft + sin(2w - ) + 3sin(2m - f,t + sin(27 - f,t)). (4)

Frequency domain and STFT of the signal are shown in Fig 1. (right) and we can see that the
behavior sufficiently coincides with the recorded one.

|x§n|
PN

t[s]

0 100 200 300 400 500 ] 100 200 300 400 500
f [Hz] f[Hz]

Fig. 1 Real signal recorded near the mill in frequency domain (upper left) and STFT (lower left), as well
as the artificially generated signal in the frequency domain (upper right) and STFT (lower right).
Source: authors generated these images using Matlab.

4. Results

The aim of this paper is to examine whether RPCA noise reduction algorithm proposed in
Section 2 can be used for noise removal of acoustic signals recorded in real industrial
surroundings without significantly damaging the useful part of the signal. This was tested in
two ways. First the artificial signal was corrupted with Gaussian noise and signal-to-noise
ratios were measured before and after filtration to determine whether the proposed algorithm
has any applicability. After that the real acoustic signals were used, and the algorithm was
tested in three scenarios: 1) in nominal working conditions when stationary background noise
is present; 2) when there is an impulse disturbance as sound of a hammer hitting a metallic
surface; and 3) when there is noise from people talking near the microphone. While testing on
real signals measuring signal-to-noise ratio is not possible, so the algorithm is tested by visual
inspection of the behavior of signal in time-frequency domain as well as by listening to the
resulting audio.
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Artificially generated signal

Signal described in Eq. (4) was polluted with artificial Gaussian noise of different intensities,
and the algorithm was tested with and without the application of mask. The results can be seen
in Table 1 and shows a promising behavior of the RPCA method. First of all, in all instances
denoising without the mask has shown better results than the one with mask, which is a
compelling argument that while implementing this procedure on real signals the mask should
not be used. Furthermore, when the signal-to-noise ratio is quite good (i.e. greater than 0dB)
the algorithm does not enhance the quality of the signal significantly. Not only that, but when
the noise is weak enough (SNR of 10 dB) this algorithm tends to corrupt the signal more than
it enhances it. The true power of this procedure becomes evident when the noise is stronger
than the signal, which is the case in the industrial surroundings. When SNR is lower than 0 dB
this procedure significantly recovers the corrupted signal and furthermore the bigger the noise,
the better relative increase in signal quality is achieved.

To visually inspect the performance of the algorithm it is informative to observe matrices S
and L obtained with RPCA. In Fig. 2 it can be seen that the sparse matrix S has indeed gathered
most of the noise, while in the low rank matrix L are all the dominant components of the
original signal. It is evident as well that some components of the original signal are partly in
matrix S as well (mainly those at the frequency of 125 Hz) and that is probably the reason why
this procedure does not perform very well when the noise is negligible — the sparse component
which is eliminated takes some useful information from the signal. Figure 3 shows the original,
noisy and reconstructed signal in time domain.

Table 1 Signal-to-noise ratio before noise reduction, after noise reduction without a
mask and after noise reduction with mask

SNR before denoising 10 5 0 -5 -10 -15 -20

SNR after denoising
without mask

SNRafter denoisingwith |, 5| '35 | 04 | -16 | 58 | -109 | -15.7
mask

Source: authors generated this data using Matlab.

5.6 5.5 5.2 3.9 11 -3.7 -8.9

Noisy signal Sparse S Low rank L
10 10

0 100 200 300 400 500 0
f[Hz] 0 100 200 300 400 500 Y 100 200 300 400 500
f[Hz] f[Hz]

Fig. 2 STFT of artificially generated noisy signal for SNR value of -5dB (left), sparse matrix S (center)

and low rank matrix L (right) obtained after RPCA decomposition.
Source: authors generated these images using Matlab.
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R t[s]
Fig. 3 time domain representation of the original signal, noisy signal with SNR value of -5dB and the
signal obtained after denoising procedure without the mask.
Source: authors generated this image using Matlab.

Real acoustic signals

As noted from Fig. 1, the acoustic recordings obtained from the real industrial surroundings
are naturally noisy and as such it is quite difficult to extract the useful signal from the noise.
Applying the RPCA denoising procedure on such signal we get the similar results as with
artificially generated ones. Figure 4 shows STFT of an original signal and low rank matrix L
(which also represents reconstructed signal without mask). It is evident that low rank matrix
has managed to extract all the dominant frequency components; however, some of the
components on lower frequencies, which originally had lower amplitude, are missing. This is
due to the fact that there is a more severe noise pollution on lower than on higher frequencies.

Original signal RPCA without mask

0 100 200 300 400 500 0 100 200 300 400 500
f[Hz] f[Hz]

Fig. 4 STFT of real acoustic signal (left) and RPCA reconstruction (right).
Source: authors generated these images using Matlab.

These results indicate that RPCA method can remove nonstationary noise from loud industrial
surroundings, while keeping stationary features of the signal (i.e. dominant frequency
components). The next test is to check whether additional disrupting noise can be filtered out
as well. As it is shown in [10] dominant noise such as impulse disturbance in time domain or
added speech signal can significantly damage state detection algorithms. Figure 5 shows the
behavior of this denoising procedure when loud impacts of hammer to metal can be distinctly
heard on the recording. As can be seen, impulse disturbance in time domain is presented as
dominant component on all frequencies, in the frequency domain. After RPCA procedure all
of those nonstationary sounds are removed. Also, subjectively, while listening to the resulting
sound signal, the impacts of hammer have indeed been eliminated and cannot be heard in the
resulting recording. Final test is the signal corrupted with added speech. This problem is quite
elusive due to the fact that speech signal changes in intensity in time, and dominant frequency
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components change as well. As shown in Fig. 6, RPCA denoising procedure manages to
suppress this kind of contamination as well.

Signal with impact disturbance RPCA denoising

0 500 1000 1500 0 500 1000 1500
f [Hz) f[Hz]

Fig. 5 STFT of acoustic signal with impulse disturbance (left) and RPCA reconstruction (right).
Source: authors generated these images using Matlab.

Signal with speech contamination RPCA denoising

t[s]
t[s]

0 500 1000 1500 0 500 1000 1500
f[Hz) f[Hz]

Fig. 6 STFT of acoustic signal with speech contamination (left) and RPCA reconstruction (right).
Source: authors generated these images using Matlab.

Conclusions

In this paper an RPCA denoising procedure has been proposed for the use on real acoustic
signals obtained in industrial surroundings, as a preprocessing step for the purpose of state
estimation. This algorithm has been tested on artificially generated signals, as well as on real
acoustic recordings of a fan mill in thermal power plant Kostolac Al in Serbia.

The results obtained on artificial signals seem promising. Since the signal is generated so that
its behavior in time-frequency domain mimics the behavior of rotary actuator acoustic
signature, results obtained here should indicate the applicability of this algorithm in real
industrial surroundings. The noise used to pollute the signal is Gaussian, and signal-to-noise
ratio was varied. The results show that the algorithm performs exceptionally well when the
noise is severe; however it tends to degrade the useful signal if the noise is not significant (SNR
larger than 5dB).

As far as the real recordings are concerned, subjective examination shows that all the added
noise, in the form of speech contamination and impulse disturbance are eliminated effectively.
What is not yet determined is whether the useful part of the signal is degraded using this
procedure and whether that degradation (if any) influences the following steps of state
estimation, which are the main reason for implementing this factorization.

Further work on this subject should aim to improve the quality of the algorithm. Since masking

procedure is shown to be ineffective, some other approaches such as repeating pattern
extraction could yield better results. On the other hand, real time implementation is something
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that can be useful in the industry, so improving the speed of the algorithm (which is currently
far from real time) can be beneficial. Finally, a detailed analysis of the performance of state
detection algorithms with and without the preprocessing step of RPCA factorization should be
examined to verify the initial assumption that indeed the procedure removes mostly noise, and
that the informative part of the signal is unscathed.

Acknowledgments

This paper is a result of activities within Eureka project E!13084 and the projects supported by
Serbian Ministry of Education and Science.

References

[1] Baydar, Naim / Ball, Andrew: “"A comparative study of acoustic and vibration signals in detection
of gear failures using Wigner-Ville distribution”. Mechanical Systems and Signal Processing, 15(6),
2001, pp. 1091-1107.

[2] Huang, Po-Sen et al.: “Singing-voice separation from monaural recordings using robust principal
component analysis”. 2012 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2012, pp. 57-60.

[3] Huber, P.: Robust statistics. Wiley, New York, 1981.

[4] Candes, Emmanuel J. et al.: “Robust Principal Component Analysis?”. Association for Computing
Machinery, 58(3), 2011, pp. 1-37.

[5] Leow, Wee Kheng et al.: “Background Recovery by Fixed-Rank Robust Principal Component
Analysis”. In: Wilson, Richard et al. (eds.): Computer Analysis of Images and Patterns. Springer Berlin
Heidelberg, 2013, pp. 54-61.

[6] Paffenroth, Randy C. et al.: “Space-time signal processing for distributed pattern detection in sensor
networks”. In: Drummond, Oliver E. / Teichgraeber, Richard D (eds.): Signal and Data Processing of
Small Targets. 2012.

[7] Dogan, Sait Melih / Salor, Ozgiil: “Music/singing voice separation based on repeating pattern
extraction technique and robust principal component analysis”. 5th International Conference on
Electrical and Electronic Engineering (ICEEE), 2018, pp. 482-487.

[8] Mirbeygi, Mohaddeseh / Mahabadi, Aminollah / Ranjbar, Akbar: “RPCA-based real-time speech
and music separation method”. Speech Communication, 126, 2021, pp. 22-34.

[9] Vujnovic, Sanja / Djurovic, Zeljko / Kvascev, Goran: “Fan mill state estimation based on acoustic
signature analysis”. Control Engineering Practice, 57, 2016, pp. 29-38.

[10]  Vujnovic, Sanja / Marjanovic, Aleksandra / Djurovic, Zeljko: “Acoustic contamination
detection using QQ-plot based decision scheme”. Mechanical Systems and Signal Processing, 116,
2019, pp. 1-11.

303



MNpBa MefyHapozHa koHdepeHumja ETVIMA
First International Conference ETIMA

UDC: 621.311.343-027.236:535.311.08

INVESTIGATION OF EFFICIENCY ASPECTS IN 3x3
PHOTOVOLTAIC PLANT USING MODEL OF SHADING

Biljana Citkuseva Dimitrovska!, Roman Golubovski?, Hristina Spasevskas3, Goce Stefanov*,
Maja Kukuseva Paneva®

Faculty of Electrical Engineering University Goce Delcev Stip R.N. Macedonia,
biljana.citkuseva@ugd.edu.mk
2Faculty of Natural Sciences and Mathematics University Ss. Cyril and Methodious Skopje R.N. Macedonia,
roman.golubovski@t.mk
SFaculty of Electrical Engineering and Information Technologies University Ss. Cyril and Methodious Skopje
R.N. Macedonia, hristina@feit.ukim.edu.mk
4Faculty of Electrical Engineering University Goce Delcev Stip R.N. Macedonia, goce.stefanov@ugd.edu.mk
SFaculty of Electrical Engineering University Goce Delcev Stip R. N. Macedonia, maja.kukuseva@ugd.edu.mk

Abstract

Solar irradiation is the most affordable renewable energy source, implementable even on household level. The
considerably lower cost of setup and maintenance compared to the other renewable energies makes it a
preferable choice in regions with lot of sunny days throughout the year. One of the main R&D aspects of
interest of the Photovoltaic (PV) technologies is the efficiency of the PV conversion, which is dealt with on
material level. Additional efficiency aspects could be a field of research in support to higher energy
production. One of them is the land use efficiency of the utilized plot surface. Namely, the usual approach in
populating the plot used by the plant is with row and column distances that guarantee no inter-shading among
the panels. This paper presents results of research proposing use of denser panel population in the plot, with
allowed inter-shading which under some approximation provides calculations of lower individual panel
efficiency but much higher overall land use efficiency. The research project proposes an inter-shading model
in a 3x3 PV plant, which can be validated in CAD applications. A clear-sky irradiation model is then used to
estimate plant's power at certain moment in the year, and calculation of energy production. Sun position and
its incidence angle are calculated using a verified model. The analytical software uses the following input
parameters - plant geo-location (latitude, longitude, time zone); panel geometry (width, height); plant
geometry (inter-row and inter-column distances, panel inclination angle); and date and time. The inter-
shading model results in total plant exposed PV surface to direct solar irradiation, as well as in the total
shaded PV surface receiving diffuse (and reflected) radiation. The energy model can then be used for power
and energy calculations, as well as optimal inclination, inter-row and inter-column estimations. If panel
technologies allow small segmentation with protective diodes implementing approximation that whole directly
exposed surface performs PV conversion, then allowed inter-shading and thus denser panel populated plant
plot may prove cost-effective.

Key words
solar irradiation, photovoltaic conversion, intershading, land use efficiency.

Introduction

The energy consumption overall is in continuous increase with the increasing world
population, so the energy issues raise major and fundamental challenges for the technological
trends. The nonrenewable energy sources are depleting, and mankind needs to switch to the
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renewable sources, which can be defined as geothermal (resulting from earth’s core activity),
sun related (direct solar irradiation, wind) and gravitationally related (tide, water flow) [1,2,3].
From all renewable sources, the Sun is one of the most used. Photovoltaic cells are devices that
use semiconductor materials to convert sunlight into electricity. Photovoltaic technologies
offer a large number of advantages which include producing clean energy; offering high
reliability, because it does not employ moving/rotating parts; operating cost is very low due to
non-demanding maintenance and because it does not require fossil fuel; modular structure
allowing simple and flexible assembly [4].

The objective of this paper is implementation of a standard shading model used for a plant of
photovoltaic panels to optimize its geometry for more efficient use of the land. The standard
shadow model is applied to a plant consisting of nine photovoltaic panels, arranged in three
rows and three columns (3x3). The goal is to determine analytically the inter-shading and
consequently how the shading affects energy production emphasizing the efficiency of the land
utilization. This paper is organized as follows. In section 1 overview of solar geometry and
shading model is given, while in section 2 the used methodology is given. In Section 3 the
analytical algorithms are described and presented. Section 4 presents results, and Section 5
concludes this paper.

1. Model of shading

The model of inter-shading among the PV panels in the 3%3 configuration as detailed in [5]
determines how each panel shades the columns behind, after which the total exposed plant
surface Sqir and the total shaded plant surface Sgif are calculated.

The inter-shading model uses a sun position model [6] that provides required momental
sun seasonal altitude and daily azimuth along with the sun incidence angle based on a
geolocation (latitude and longitude) as well as date and time.

The model of shading is based on trigonometric functions that determine the geometry
of inter-shading. These mathematical relations are verified with CAD software.

Parameters taken for shadow calculations are the angle of inclination g, the panel width
Px, the panel length Py, the inter-row distance ry and the inter-column distance rx.

Typical shaded moment is depicted in figure 1:
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: Px

Fig. 1. Elements of inter-shading
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This algorithm determines the total area Sqir directly exposed to solar radiation Gy, as well as
the total area Sqir which is exposed to diffuse solar radiation Gg.

2. Calculation of power using Clear-sky irradiation model

After calculation of the solar parameters, the shadow geometry and consequently the
exposed and shaded surfaces, the power output of the entire power plant can be calculated for
every moment in time with the following equation [1,2]:

Py = (Gp " Sqir + Gd * Sgif) "1 (2.1)
Gp is direct solar radiation, Gq is diffuse solar radiation, Sgir is surface of the panel exposed to
direct radiation and Sqif is surface of the panel under shadow.

The proposed irradiation model simplifies the context with the assumption that all days
of the year are sunny. Even on sunny days, there is some diffuse radiation, mainly due to the
refusal of direct radiation by the molecules of the air. The total solar radiation is a sum of the
direct, the diffuse and the ground reflected component of radiation. In this model the ground
reflected component is insignificant because the location of the solar power plant is assumed
to be in isolated rural areas [6,7,8,9].

The effects of the atmosphere in scattering and absorbing radiation are variable with
time as atmospheric conditions and air mass change. It is useful to define a standard “clear”
sky and calculate the hourly and daily radiation which would be received on a tilted surface
under standard test conditions. Hottel (1976) has presented a method for estimating the beam
radiation transmitted through clear atmospheres which considers zenith angle and altitude for
a standard atmosphere and for four climate types.

Correction types are applied to ao, a;, nm to allow changes in climate types. The
correction factors are given in Table 1.

Table 1 Correction factors for climate type

Climate type ro r I

Tropical 0.95 0.98 1.02
Midlatitude summer 0.97 0.99 1.02
Subarctic summer 0.99 0.99 1.01
Midlatitude winter 1.03 1.01 1.00

The atmospheric transmittance t, for beam radiation and the other factors ay, a,, k
are given in the following form:

—-kr
Tp =a0'T0+a1'T1'exp(—k)

cos(d)
(2.2)

a, = 0,4237 — 0,00821 - (6 — nm)?
(2.3)

a, = 0,5055 — 0,00595 - (6.5 — nm)?
(2.4)

k=0,2711-0,01858 - (2 — n‘m)2
(2.5)
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where nm is the altitude of the targeted geolocation in kilometers.

The clear sky beam normal radiation is then:

Gon = Gaem " Tp
2.6)

where Gatm is extraterrestrial solar radiation given in the following form:

Gaem = Gsc - (140,033 - cos (22))

(2.7)

and G,.= 1367 W/m? is a solar constant, n is the day in a year.
Similarly, the T4 factor can be calculated, which tells the amount of diffuse radiation
on a sunny day at the same location.

7, =0271—0.294 -1,
(2.8)

The clear-sky diffuse normal radiation can be calculated as:

Gan = Garm " Ta
(2.9)

Direct radiation changes throughout the day and is calculated according to the cosine rule:

Gy, = Gy, cos B
(2.10)
The diffuse solar radiation is:

1+cosf
2

Gag = Gan
(2.11)
The total solar radiation per m? panel is given with the formula:

1+cosf
2

Gy = GppcosO + Gy
(2.12)

where @ is incidence angle, Gbn is normal direct solar radiation, Gdn is normal diffuse solar
radiation and g is tilted angle.

Solar radiation models are essential for predicting average daily, monthly and seasonal
radiation, beam radiation and diffuse radiation.

The energy produced for a day is calculated with:

interval .

Ei=| Pi-di (2.13)

The model of the solar position, the model of shading and the model of solar radiation
(Clear-sky radiation) are mutually connected and implemented into application software for
energetic analysis of photovoltaic plant of 3x3 panels. The output power and the cumulative
energy for a given period (day, month, year) can be calculated using this software.
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5. Methodology

The software is implemented in VBA (Visual Basic for Application). All algorithms
which are used in the software are described using diagrams.

The input parameters which are used in the software are given in Table 3.1.

Submodels that are used in software: the model of geometry of solar position, model of
a shadow and a model of a solar radiation (Clear-sky radiation). Model of geometry of solar
position describes the correct position of the sun at a given moment of the time in relation to
geolocation of the photovoltaic grid. The algorithm which describes the model of the solar
position takes into consideration the following parameters: The geolocation of the photovoltaic
plant (L, LOD), the day in the year, the moment in the day (N, LMT) and the geometric relations
which are calculated from them. The parameters of the solar position are calculated on the basis
of these relations: the altitude angle «, the angle of solar azimuth z and the incidence angle 6.

Table 3.1 Input parameters used in software for energetic analysis

Input parameters Symbol
Geographic latitude (2) L
Geographic longitude (2) LOD
Adayin avyear N (1~365)
Local standard time in a day (min) LMT
Width of a panel (m) Px
Length of a panel (m) Py
Efficiency of a panel (PV conversion) n
Angle of inclination (°) 8
Azimuth angle of the panel orientation (°) azp
Distance between rows (m) ry
Distance between columns (m) rx
Height above sea level (km) nm
Time interval for integration of energy (min) At

The model of shading considers the solar angles (o, z), the panel geometry (Px, Py), the
plant geometry (rx, ry, f u azp). The whole illuminated area Sqir Of the plant and the whole
shadow area Sgir are determined on the basis of them.

If we know the areas Sqir and Sqir we can make an analytic valuation of the energetic
aspects of the photovoltaic grid using the model of solar radiation (Clear-sky model).

The calculation of the power Pi (equation 3.1) enables calculation of cumulative
produced energy at a given period (day, month, year etc.)

The calculation of energy is fundamental for precise determination of the optimal
parameters of the photovoltaic grid: angle of inclination Soptand the distances (opt_rx; opt_ry)
between the photovoltaic panels.
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The optimal daily inclination of the panels fopt is that for which maximal energy is
produced by the panels with optimal orientation of panels (azp=0°) towards local noon.

The optimal distances opt_rx and opt_ry are those for which the photovoltaic grid
produces energy at least equal to some predefined reference energy at optimal daily angle of
inclination fSopt and allowed intershading. According to that, distances between rows ry and
distances between columns ry are in the range until overcoming the intershading. Algorithm
for determining the optimal distances (opt_rx; opt_ry) is shown in Fig. 2.
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Fig. 2. Algorithm for determining optimal interpanel distances

The software enables energetic analyses for the defined photovoltaic plant and
comparative analyses in relation to its essential parameters. The essential parameters which
influence the production of electric energy are the parameters that describe the geometry of the
photovoltaic plant, in other words, the interpanel distances rx and ry as well as the angle
inclination of the photovoltaic panels .

The input parameters in the software for energetic analysis of the photovoltaic plant are
the following: width Px=1m and length of the panel Py=1,64m, efficiency of the panel #=20%,
angle of panel inclination g, azimuth angle of the panel orientation azp=0°, height above sea-
level nm=0,3 m and time interval for energy integrating Ate=15 min.

It is necessary to optimize the inclination angle /5 to get maximal production of electrical
energy. The optimal angle of inclination fSopt is defined as inclination for which maximal energy
is provided at a certain period (typical date day). In this way, daily tracking can be provided
for the panels of the photovoltaic plant.

The tracking of the panels is updated at a daily base for the needs of this research. The
optimal angle of inclination is calculated at avoided intershading, by testing the whole interval
of the inclination angle f (0° ~ 90°) with selected step 1°. Maximal daily energy production is
achieved by choosing the optimal angle of inclination Sopt for a specific day. Algorithm for
determine optimal angle of inclination Sopt is shown on Fig. 3.
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Fig. 3. Algorithm for determination of optimal angle Sopt

The following analysis is made for geographic latitudes from 0° to 65° for the North
hemisphere. Comparative analysis for the produced energy is made in relation to the shortest
day of the year 215 December, N=355" day of the year. This day is chosen because the shadows
are the longest. As a result of this there is a need of the greatest values of the distances between
the panels in order to avoid them. This day 21% December marked with N=355 is taken as
reference day. Besides the reference day 21 December other 7 days are selected: 9" February
(N=40), 21 March (N=80), 1% May (N=121), 21% June (N=172), 7" August (N=218), 21%
September (N=264) and 5" November (N=309).
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6. Numerical results and discussion

Analysis for the produced daily energy E, comprised area of the land and the surface
efficiency of the land Eff for the reference day - the shortest day (21 December) is presented
in the table 4.1.

Table 4.1 Calculation of reference parameters: the distance between the columns ref _rx,
the distance between rows ref_ry, comprised area of the land Sref, daily energy Eref and
efficiency of the land Eff_ref for 21 December (N=355).

L ref_rx ref_ry Sref Eref Eff_ref
() (m) (m) (m?) (kwh) (kWh/m?)
0 31 0,3 46,871 12,119 0,259
5 3,3 0,5 50,91 11,877 0,233
10 34 0,7 53,693 11,505 0,214
15 3,5 0,9 56,236 11,291 0,201
20 3,4 1,1 56,244 10,852 0,193
25 3,7 1,5 64,769 10,97 0,169
30 4,1 1,9 74,949 10,589 0,141
35 4,2 2,4 83,607 9,943 0,119
40 4,6 31 101,953 9,191 0,09
45 5,1 4 128,874 8,305 0,064
50 6,1 5,6 190,853 7,045 0,037
55 6,9 8 284,571 5,578 0,02
60 9,1 11,9 515,463 3,886 0,008
65 9,4 29,9 1305,15 1,805 0,001

According to table 4.1, the following parameters are calculated for the reference day
(21° December): The distances between the columns ref_rx and the rows ref_ry, the comprised
area of the land Sref, the daily energy Eref and the surface efficiency of the land Eff_ref.

After calculating the reference and optimal distances between the panels of the defined
photovoltaic plant, the annual energy GE is calculated for each obtained distance pair:
reference distances (ref_rx; ref_ry), optimal distances (opt_rx, opt_ry) for each latitude from
the range (0° ~ 65°) respectively, as well as surface efficiency of the land Eff, with daily setting
of the angle of inclination 5 on the optimal obtained angle Sopt.

Based on performed analysis, optimal distances (opt_rx; opt_ry), lowest energy loss
AGE and increased surface efficiency of the occupied land Eff are obtained in relation of the
reference parameters. Conclusions about the optimal distances for a given value of the latitude
with optimal placement of the panels and results provided from the calculated values for
optimal distances (opt_rx; opt_ry) for each geographic latitude from the range (0° ~ 65°) are
given in table 4.2.

For all tested dates (corresponding optimal distances) and daily tracking of the fopt
angle of inclination of the photovoltaic panels, the annual energies GE for each latitude of the
interval (0° ~ 65°) are calculated. From the comparative analysis with the annual energies, it
can be concluded that the relative change of the energy A4GE obtained at optimal distances, in
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relation to the reference distances, changes and increases with the increase of the latitudes in
the range from 1.27% to 15.2% for latitudes (0 ° ~ 65°).

Table 4.2 The values of optimal distances for the given value of the latitude at the
optimal placement of the panels

L opt_rx opt_rx GE Eff A GE
() (m) (m)  (Mwh) (MWh/m?) (%)

0 0 0 3,962 0,268 1,27
5 0 0,1 4,005 0,26 1,38
10 0 0,2 4,027 0,252 1,54
15 0 0,2 4,006 0,251 2,17
20 0 0,4 3,997 0,233 2,13
25 0 0,5 4,074 0,229 2,72
30 0 1,4 4,094 0,177 0,9
35 0 1,4 3,99 0,172 1,65
40 0 1,4 3,862 0,167 2,57
45 0 1,3 3,695 0,164 3,9
50 0 0,9 3,458 0,172 6,44
55 0 0 3,019 0,205 13,87
60 0 0 2,789 0,189 14,60
65 0 0 2,515 0,17 15,32

Conclusion

The comparative analysis is performed with daily tracking of the angle of inclination Sopt
of the photovoltaic panels, during which, a protocol is implemented, according to which the
analysis of the values obtained on the daily energies is performed. According to the protocol,
distances (max_rx; max_ry) are determined, during which the maximum daily energy Emax is
obtained and the occupied land area Smax. These parameters apply when shading is negligible
or completely avoided. In relation to the reference day, certain optimal distances (opt_rx;
opt_ry) are determined, at which energy Eopt is obtained approximately equal to the reference
energy Eref, and the area of the covered land area is Sopt. The ratio between the reference area
of the plot Sref and the optimal area Sopt on it, defines the efficiency of the given land area.
Based on the comparative analysis of the reference day, it can be concluded that the distances
between the photovoltaic panels rx and ry and the optimal angle of inclination popt affects the
change in the efficiency of the occupied land. The results show that the optimal parametersii.e.,
the optimal distances (opt_rx; opt_ry) are relative and depend on the selected reference date.
If another date is chosen as the reference date or a higher reference energy is set, then the
optimal distances in relation to that reference date will be greater than the distances obtained
for December 21.
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After the energy analyzes are made by days, it is determined that by allowing shading, there
is reduction in the production electric energy on the plant and the average efficiency of
photovoltaic panels is decreased, but at the expense of the efficiency of the used land containing
the photovoltaic panels, which is increased many times.

Based on the obtained values for the annual energies GE and the change of the annual
energy 4GE, recommendations are given for optimal placement of the photovoltaic panels in
the grid, considering the latitude range, according to the most favorable day from the tested
dates. One such example is Table 4.2 which gives the optimal distances by latitudes that results
from the conducted comparative analysis for the reference day, December 21st.

After the optimization, the efficiency of the given land area is significantly increased, at
the expense of the reduced annual electricity production, which means the existing site
maximized for the reference date can accommodate many more panels (multiple 3x3
photovoltaic plants) on its surface.
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Abstract

In this paper, we present the progress of the development of a No-Insulation (NI) winding technique. The NI
technique is recognized as a technology necessary for the ultra-high magnetic field generation, because the NI
technology drastically improves the thermal stability of High Temperature Superconducting (HTS) magnets.
Many researchers have presented several types of the NI coils, such as Metal-as-Insulation (MI), Conductive-
Epoxy-Resin-Covered (CERC), and intra-Layer No-Insulation (LNI) coils. However, the thermal stabilities of
these coils are not clarified nor compared. Hence, in this paper, we systematically investigate the thermal
stabilities and conduct the thermal stability comparison among these coils.
Key words
HTS magnets, No-insulation winding technique, thermal-stability, ultra-high field.

Introduction

High Temperature Superconducting (HTS) magnets have a potential to revolutionize high
field applications; such as Magnetic Resonance Imaging (MRI) Error! Reference source not f
ound., Nuclear Magnetic Resonance (NMR) Error! Reference source not found., and
particle accelerators Error! Reference source not found.. Rare-Earth Barium Copper Oxide (
REBCO) coated conductor, which is one promising high temperature superconducting wire,
has the higher critical current and critical magnetic field than other superconductors.

In general, superconducting magnets have any electrical insulation between turns and layers.
One well problem of turn-insulated REBCO coils is a high possibility to be burned-out or
mechanically damaged at an event of “quench” Error! Reference source not found.. H
owever, in 2011, a breakthrough winding technique has been proposed, which is called No-
Insulation (NI) winding technique Error! Reference source not found.. The NI winding t
echnique dramatically improves the thermal stability of REBCO pancake coils, because the
operating currents can bypass a local hot spot through turn-to-turn contacts to reduce Joule
heating. At National High Magnetic Field Laboratory of US, on 2017, an NI REBCO pancake
coil showed its great potential by generating a world-record highest DC magnetic field of
45.5 T Error! Reference source not found..

Towards higher magnetic field generation, the thermal stability improvement is more
important. To date, many researchers have proposed several different types of the NI winding
technology, such as Metal-as-Insulation (MI) Error! Reference source not found., C
onductive-Epoxy-Resin-Covered Error! Reference source not found., and intra-Layer No-
Insulation (LNI) Error! Reference source not found.. These coils are simply categorized into t
wo groups from the viewpoint of the electrical equivalent circuit: 1) conventional-based NI
including conventional NI and M1 and 2) supplementary-based NI (SNI-) including CERC and
LNI. For the conventional-based NI REBCO coils, the thermal stability has been well
investigated in experiments and simulations. Meanwhile, for the SNI REBCO coils, the thermal
stability has not been investigated well, although the different thermal stabilities and electrical
behaviors have been reported Error! Reference source not found.. Towards further i
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mprovements in thermal stability, it is necessary to clarify the thermal stability dependence on
the characteristic parameters of SNI REBCO coils. In this paper, we investigated the thermal
stabilities of SNI HTS coils systematically in simulations. The simulation results are compared
with that of the conventional-based NI REBCO coils.

1. Electrical equivalent circuit of conventional-based NI REBCO coils

Fig. 1 shows the schematic view of the conventional NI and the Ml REBCO pancake coils,
which are categorized to the conventional-based NI REBCO pancake coils. In the case of the
conventional NI REBCO pancake coil, an insulator between turns is removed. In a normal
operation, the operating current flows through a REBCO layer in the circumferential direction
without electrical resistance, because the turn-to-turn contact resistance is much higher than
the superconducting zero resistance. When a local hot spot appears, the current escapes into
the radial direction to reduce the Joule heating, as shown in Fig. 1 (a). If a current keeps passing
through a normal-transitioned REBCO layer, a REBCO pancake coil would be burned out due
to its high electrical resistance. For the Ml REBCO pancake coils, although the REBCO tape
is cowound with stainless steel tapes, a current can also bypass a local hot spot as shown in
Fig. 1 (b). The current shortcut-paths of NI and MI REBCO pancake coils are identical despite
their different structures.

The electrical equivalent circuit of the conventional-based NI REBCO pancake coils are
shown in Fig. 2 [8]. The azimuthally directional elements are composed of the inductance L,
the REBCO layer resistance Rre, and the copper matrix resistance Rmt. The REBCO layer
resistance Rre exhibits a strong nonlinearity and the calculation model given in [13] is adopted.
The radially directional element consisting of the radial turn-to-turn contact resistance Rr is
connected in parallel to the azimuthally directional elements. It is well known that the radially
directional turn-to-turn contact resistance characterizes the thermal stability of the conventional
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Fig. 2 Electrical equivalent circuit of conventional-based NI REBCO pancake coils. Radial turn-
to-turn contact resistance K. determines thermal characiteristics,

NI REBCO pancake coil Error! Reference source not found.. It is noted that each coil turn i
s modeled as an element circuit of Fig. 2.

2. Electrical equivalent circuit of SNI REBCO coils

The schematic views of the LNI and the CERC REBCO pancake coils are shown in Fig. 3. The
LNI REBCO coil, as shown in Fig. 3 (a), is composed of a solenoid coil embedding
supplementary copper sheets and insulators between layers. For the CERC REBCO pancake
coil, the REBCO coated conductor is wound with insulator, and conductive epoxy is coated
onto the top surface as a supplementary conductor. These coils are categorized into SNI
REBCO coils, based on its bypassing current paths. For instance, in the case of the CERC
REBCO pancake coil, a bypassing current flows into conductive epoxy when a local hot spot
appears, and the bypassing current flows back into the adjacent turn.
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Fig. 4 shows the electrical equivalent circuit for the supplementary-based NI coils. The
azimuthal elements are the same as these of the conventional NI coils. The radially directional

elements, which are connected in parallel to the azimuthal elements, represent the
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Fig. 3 Schematic views of (a) LNI REBCO coil and (b) CERC REBCO pancake coil.

Fig. 4 Electrical Equivalent Circuit of Supplementary-Based NI REBCO Coils. Each Coil Turn

Is Modeled as an Element Circuit.

supplementary conductor resistance Rsp. The supplementary conductor resistance is obtained
based on the volume and resistivity of the supplementary conductor such as copper and
conductive epoxy. The contact resistance Rcn between the REBCO coated conductor and the
supplementary conductor is also modeled based on the contact area. The supplementary
conductor resistance and the turn-to-turn contact resistance are the parameters to characterize

the thermal stability of the SNI REBCO coils.

From the equivalent circuit, the electrical behavior is easily simulated. The heat diffusion along
the radial direction is also simulated with a finite element method to correctly grasp the quench
phenomenon. In this simulation, the heat generation on the contact surface between the
supplementary conductor and the REBCO coated conductor is assumed to be equivalently

divided to the supplementary conductor and the REBCO coated conductor.
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3. Simulation Results

To compare the thermal stability of the conventional NI and the CERC REBCO pancake coils,
the temperature rise was investigated when whole one turn of the REBCO coils turns from
superconducting to normal state at t = 0. The simulation conditions are listed in Table 1.

Fig. 5 shows the temperature rise in 2 s after the occurrence of the local normal state transition.
The nonlinear dependence of the temperature rise against the different supplementary
conductor resistances is depicted (red, blue and green line). The high supplementary conductor
resistance or contact resistance results in high temperature rise. Whereas, in the case of the
conventional-based NI REBCO pancake coils (black line), the temperature linearly rises with
the turn-to-turn contact resistance. It is noted that the temperature rise of the SNI REBCO caoil
in the dashed red-circle is lower than that of the conventional NI REBCO pancake coil. That
is, the SNI REBCO coils with sufficiently small contact resistance are thermally more stable
than the NI REBCO pancake coils.

The actual resistances gained in experiences are also plotted in Fig. 5, for the conventional NI
[14], the MI [5], the LNI [12], and the CERC coils [6]. The high temperature rises of the CERC
and the LNI REBCO pancake coils are observed. Whereas the temperature rise of the
conventional NI RBECO pancake coils is much smaller than the others. Thus, the thermally
most stable coil is the conventional NI REBCO pancake coil. To achieve the development of

Table 1 Tape and Coil Conditions and Operating Conditions

Parameters Values
REBCO coated conductor

Tape width [mm] 41
Tape thickness [mm] 0.15
Copper matrix thickness (each side) [1m] 20
REBCO laver thickness [Lm] 20
Critical current at 77 K_ self-field [A] 140
Pancake coil

Inner and outer diameters [mm] 100; 136
Number of turns [-] 100
(MI, CERC) Insulator thickness [Lim] 30
(CERC) Conductive epoxv thickness [mm] 1.0
(LNI) Copper sheet thickness [Lim] 7.0
Supplementary conductor resistivity [Om] variable
Contact resistivity [(Om?] variable
Operating conditions

Operating temperature [K] 50
Operating current [A] 300

Turn number of turning to normal state [-]

50th (middle turn)
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Fig. 5 Temperature rise in 2 s after local normal state appearance as function of supplementary
conductor B, or turn-to-turn contact resistance K,. Red, blue and green line shows in case SNI
REBCO coils for different contact resistance, and black line shows conventional-based NI
REBCO pancake coils.

thermally more stable NI REBCO coils for ultra-high magnetic field generation, the important
task is to decrease the contact resistance.

Conclusions

In this paper, we investigated the thermal stability of several No-Insulation (NI) Rare-Earth
Barium Copper Oxide (REBCO) coils, such as the conventional NI [1], the Metal-as-Insulation
[5], the intra-Layer NI (LNI) REBCO [12], and the Conductive-Epoxy-Resin-Covered (CERC)
REBCO coil [6]. We modeled the electrical equivalent circuit of these coils and categorized
them based on the equivalent circuit; 1) the conventional-based NI for the conventional NI and
the Ml REBCO coils, and 2) the supplementary-based NI (SNI) for the CERC and the LNI
REBCO coils. The thermal stability dependences on the supplementary conductor resistance
and the contact resistance together with the radial turn-to-turn contact resistance are
systematically investigated. As the result, the SNI REBCO coil exhibits the nonlinear thermal
stability, whereas the conventional-based NI REBCO pancake coil shows linear dependence.
Also, it is found that the SNI REBCO coils are thermally more stable than the conventional-
based NI REBCO pancake coils when the contact resistance is sufficiently small. The thermal
stability comparison among the four types of NI REBCO coils was also conducted. The
conventional NI REBCO pancake coils are the best in the thermal point of view. However, the
CERC and the LNI REBCO caoils are thermally unstable due to their large contact resistivity,
compared to the conventional NI REBCO pancake coil. A technology to reduce the contact
resistivity is required.
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Abstract

Photovoltaic systems (PV) are an integrated set of photovoltaic modules with all the necessary
components that are dimensioned to receive solar energy and convert it into electricity that would
be adequately powered by some DC and/or AC consumers. Depending on how they work,
photovoltaic systems can be divided into stand-alone PV systems (off-grid), grid-tied PV systems
connected to the electricity distribution network (on-grid), and hybrid PV systems as a combination
of the previous two systems.

In this paper, we will consider the operation of a hybrid grid-connected PV system with battery
storage which transforms solar energy into electricity and allows the storage of excess generated
electricity in the batteries. Additionally, this system provides, if needed, the excess generated
electricity to be delivered directly to the power grid. The proposed hybrid system could optimize all
three energy sources PV modules, batteries, and power grid, and continuously deliver quality power
to connected consumers. Properly sized and controlled hybrid PV systems significantly increase the
use of so-called green energy from renewable energy sources and increase the independence and
continuous power supply of the consumers.

Keywords: renewable energy sources, PV systems, inverters, batteries, hybrid systems

Introduction

The energy potential of the Sun as a renewable energy source is very large and the use of solar
energy can be realized by converting it into heat and electricity. Solar energy can be converted
into electricity in many ways, but the simplest way is that one with photovoltaic (solar) cells
which is based on the photovoltaic effect. Converting solar energy into electricity using
properly sized photovoltaic systems not only provides economically viable and overtime free
electricity, but it also protects the environment from the pollution that accompanies the
production of electricity from conventional energy sources, reduces CO2 emissions into the
environment which is one of the benefits of using solar energy.

The photovoltaic effect (PV) is a quantum-mechanical process wherein photovoltaic cells the
energy of solar radiation is converted into electricity, or more precisely, it is the occurrence of
the creation of voltage or adequate electricity in a semiconductor material, usual silicon with
appropriate impurities added to its atoms, under its exposure to light-photons as the smallest

carriers of solar energy packets.



PV cells are made with a certain technological procedure where a very thin layer of n-type
semiconductor is applied to a p-type semiconductor and thus creating a so-called pn-junction
with a shape that allows light to fall spatially on a larger surface and with the help of the
photovoltaic effect produces electricity.

PV systems are systems designed to receive solar energy and convert it into electricity in a
form that can be used by consumers, sent to the distribution network, or stored in appropriate
power batteries and used when the need for energy arises, usually when the solar radiation is
reduced, at night or due to problems with the electricity distribution. For a PV system to
function flawlessly, it needs to be properly selected, sized, and integrated. The basic
components of a photovoltaic system are the PV module (as a system of PV cells), the inverter,
and the batteries.

The PV cell is a major part of the photovoltaic system. The output power of a cell is quite
small; therefore several cells are properly connected in modules to provide adequate usable
output power. Photovoltaic cells in the module can be connected in series or parallel. In
practice, cells are connected in series because the serial connection of the cells increases the
magnitude of the module voltage, and the current through them remains the same.

The PV module as a system of interconnected PV cells can further be used as a stand-alone or
connected in a system with other modules with the same characteristics with the main task of
the module converting solar energy into electricity. Multiple modules mounted on a common
load-bearing structure constitute a PV panel. The panels can further be properly connected in
an array or grid. The array can be consisting of one to several thousand modules, depending on
the required output power, making a PV power plant. For the modules to give optimal results
in converting solar energy into electricity, they are usually connected in series, facing south at
a certain angle that corresponds to the local latitude. It is recommended that during the day
there is no shading on the modules, the length of the so-called sundial at that location is
maximum and there is good ventilation under and around the panels to avoid major overheating
while exposed to the sun. The most practical application is monocrystalline and polycrystalline
modules that are characterized by high durability of about 25 years.

In addition to the PV modules when dimensioning a photovoltaic system, inverters are also of
great importance. These two components, PV modules, and inverters are crucial for the optimal
functionality and the cost of a PV generation project. They constitute 70% of the total
investment costs of the PV system. The inverter is the most exploited part of a PV system, and
its main function is to convert direct current into alternating current, as well as to maintain
appropriate power, to control the quality of electricity production (e.g. voltage and frequency)
that is delivered to the grid, and for communication with the power network.

Several types of inverters differ in how they are connected to the system and are responsible
for the efficiency of the system:

« central inverters (for the whole system),
* string inverters,
* micro-inverters,

* hybrid inverters, etc.

Each of these four types has its advantages and disadvantages. Which type will be chosen
depends on the type of system and compatibility with other components of the PV system, as
well as on several other factors such as site temperature, product safety, sustainability, altitude,
servicing, and total costs. To ensure optimal efficiency and durability of the system, proper
sizing is very important, and therefore when choosing an inverter the ratio between the power

320



of the photovoltaic system and the power of the inverter should be 1: 1, it should be adjusted
to the operating parameters of the module. If the inverter is overloaded, the results could be
power loss and premature aging of the devices.

In addition to PV modules and inverters, more and more systems use batteries as an additional
source of energy according to the needs of the system, especially in areas where there is an
unstable electrical network or stand-alone systems. Properly sized and connected batteries form
a battery energy storage system (battery bank) which provides power storage and improves the
reliability in systems that require more power. Also, they provide better energy stability of its
network and savings of clean energy that will is stored during the day and will be used in the
evening or case of power outages. Batteries are a good investment especially in systems that
produce more energy than they can consume; however, utilization of batteries means higher
investment costs and therefore the batteries should be well-chosen according to their capacity
and quality and according to the real needs and expectations of the system. Installing batteries
within the system can be a great way to get the most out of photovoltaic modules. There are
many different types of batteries on the market, however, lead-acid and lithium-ion batteries
are mostly used to store energy generated by photovoltaic systems [1], [2], [3], [4].

1. Types of photovoltaic systems

PV systems are an integrated set of photovoltaic modules with all the necessary components
that are dimensioned so that they can receive solar energy and convert it into electricity that
would be adequately powered by several DC or AC consumers.

Depending on how they work, PV systems can be divided into:
« Stand-alone PV systems (autonomous or Off-Grid PV systems),

« Grid-tied PV systems, (PV systems connected to the electricity distribution network or
On-Grid PV systems), and

» Hybrid PV systems (PV systems that are a combination of the previous two systems).

Stand-alone (autonomous) PV systems (Off-Grid)

Stand-alone PV systems are systems that are not connected to the power grid, thus operate
separated from the electricity distribution network. In these systems, the production and
consumption of electricity the system should be well-balanced because the production of
energy depends on weather conditions. These systems usually require an additional battery
system for energy storage that can be used at night or during bad weather. The charge controller
takes care of the proper charging and discharging of the battery, and the inverter enables the
use of the produced energy in standard household appliances with standard electrical
installation. Such systems are suitable for powering isolated and lonely buildings, for example
in rural areas, locations far from the electrical grid where connection to the grid is very
expensive, as well as for individual buildings where there is no electrical grid such as remote
buildings for signaling, warnings, telecommunication transmitters, lighthouses, systems for
monitoring, etc.

Advantages of these stand-alone networks are that they are energy independent of the
distribution network, they can supply even the most remote places for which there is no
possibility to connect to the electrical grid, there are no bills for payment of electricity, etc. It
is also an advantage that for a start if the energy needs are modest, a smaller system can be
dimensioned, which can be later upgraded over time if the need for electricity increases. For
larger systems, the system should be well sized from the very beginning to cover 100% of the
loads expected in the system. In case of prolonged inconvenience because of the stability of
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the power supply, it is advisable to add a generator (running on diesel, gasoline, etc.) as the
backup energy generator. It would be switched on when the batteries could not cover all the
needs of the consumers of that system. This method may be a better and cheaper choice instead
of investing in a huge battery bank that would rarely be fully utilized).

The main disadvantage of this system is that the energy from this system cannot be sent to the
grid, thus the whole system cannot be subsidized if there are such incentive programs. Another
disadvantage is that this system has more expensive components and thus higher initial costs.
Batteries themselves are more expensive and reduce the efficiency of the system because their
capacity degrades over time. However, sometimes, despite this higher initial cost, it may be
cheaper to go with the installation of a battery bank than to pay a very expensive fee for
connecting to a remote power distribution line [1], [3], [4].

PV systems connected to the electricity distribution network (On-Grid PV system)

PV systems connected to the electricity distribution network use the distribution network as a
backup power source (virtual battery), or as a consumer for the excess energy generated by PV
modules. These systems work interactively and in parallel with the electricity distribution
network, and despite the PV modules, additionally, they contain only an inverter. The direct
current from the PV modules with the help of an inverter is converted into alternating current
and with adjusted voltage through a distribution board and electrical installation supplies the
consumers that are supplied in two ways. In periods when the photovoltaic modules produce
less power than required, the control device also includes the grid as a backup source, so that
the electricity consumption is always satisfied. In periods when the modules produce more than
the required electricity, the surplus is taken over by the electrical grid. Overnight consumption
by the system (usually home appliances), is provided exclusively by the distribution network.
The control device adjusts the operation of the PV modules with variable consumption so that
the operating point of the IU characteristic is closest to the maximum power point (MPP), to
achieve the most efficient operation of the module. This device that enables optimal operation
of the system in different operating modes regardless of the intensity of solar radiation or
changes in loads is called the maximum power point tracker (MPPT). MPPT works on the
principle of adjustment on the resistance of the circuit to extract maximum power from the
system.

On-grid PV systems are very efficient because they have fewer components and thus the initial
investment is lower than stand-alone systems. Another advantage is that by connecting to a
distribution network, this network acts in a kind of virtual battery where the excess generated
energy can be transferred, or energy can be withdrawn, in case of need of the network system.
This system also affects the mitigation of the peak load of the distribution network itself. If
there is a subsidy program, the surplus can be sold to the electricity distribution system and
some profit can be made. Additionally, the delivered and/or withdrawn energy can be
compensated, and thus a smaller electricity bill will be obtained. The transmitted and
withdrawn energy from the distribution network is registered and monitored through the two-
way energy meters that are installed in the network system.

The disadvantage of the on-grid PV systems is that when the power supply from the electrical
grid is disconnected due to some problems in the grid, this system will be turned off at the same
time. The inverters are automatically disconnected from the grid and to protect people who try
to eliminate the problem of the grid. This means that you cannot have a power supply during a
power outage. Thus, in return, you cannot store energy for later use, and you cannot use the
energy generated by the photovoltaic system until the problem in the distribution network is
overcome and reconnected. This is the so-called anti-islanding protection [1], [3], [4].
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Hybrid photovoltaic system

A hybrid photovoltaic system (HPV) is a system that combines the best of both above-
described systems, the stand-alone and grid-tied PV systems. Descriptively speaking, these
systems are PV systems with auxiliary (backup) power supply (one or more) or grid-tied PV
systems with a battery storage system that provide the uninterrupted continuous power supply.

The HPV battery system connected to the power grid ensures maximum autonomy in terms of
power supply. The system uses solar energy at the same time and allows the storage of the
excess energy generated in the batteries of the battery energy storage system, except if there is
an extra surplus of generated energy that should be delivered to the EE network. The consumers
connected to such HPV battery system primarily use the energy generated by the PV modules.
In case more energy is required than the energy currently generated by PV modules, this excess
energy is provided from the electrical grid and/or from the energy previously stored in the
batteries. When the batteries are depleted due to higher demand or when the production of
electricity from the PV modules is not sufficient, then the system supplies the load needs with
electricity from the electrical distribution network.

This hybrid type of system not only provides greater security in the delivery of the required
electricity to consumers, but by being connected to the electrical grid reduces the need for large
capacities of the battery system, extends the life of existing batteries, and reduce the costs for
battery maintenance and replacements. If due to some technical problems, there are
interruptions of power supply from the electrical grid, during sunny hours, the system enters
the mode of operation disconnected from the grid. In this case, the loads will demand and
receive energy directly from the PV modules. However, if there is a shortage of energy
generated by the PV modules, the equilibrium energy will be extracted from the battery system.

As recapitulation, we can see that the hybrid system could be pre-programmed to optimize the
three energy sources, the PV modules, batteries, and electrical grid, and to deliver continuous
quality power to the consumers. In some hybrid systems that have critical consumers, the
system could be programmed to power these critical consumers first, disconnecting the less
important ones. Also, for other non-sunny hours, it can be programmed to draw power from
either the grid or the battery, as desired, or even by setting a percentage shared supply from
both.

The basic parts of this hybrid system are PV modules, hybrid inverter, and batteries (Figure 1).
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Figure 1. The HPV battery system connected to the power grid.

Nowadays, so-called intelligent hybrid inverters have been used that combine the functions of
grid-tied, autonomous inverters, and MPPT controllers. They are real-time programmed to
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automatically monitoring and analyzing the supply and demand of energy to their customers
and to properly synchronize the energy sources in the system and thus contribute to energy
savings. The inverters give priority to the use of solar energy and the electrical grid is used
only in case of power shortage, and the use of batteries is somewhere in between, thus
extending their lifespan. Most modern hybrid inverters have a built-in battery charger and
connector that makes it easy to add batteries in the future. There are also hybrid systems with
an integrated or suitable battery.

Some of the advantages of hybrid systems are:

 they are cheaper than stand-alone PV systems, and do not need an additional generator and
a large battery backup system,

 they provide storage of excess electricity in the battery system which can later cover energy
requirements at peak energy demand,

» they provide greater autonomy and security of electricity supply. During periods of
insufficient sunlight (non-sunny days, at night, or when the electrical grid becomes
unstable), the system will automatically switch to battery power and continue to operate
independently of the grid (usually in just a few seconds),

 they have reduced energy demand from the grid and could deliver the excess energy from
the system to the electrical grid which would later be compensated or subsidized
accordingly.

The major disadvantages of hybrid systems are:
 higher initial costs from network systems due to battery system installation,

« longer payback period of the initial investments, and

 there might be a limit to how many devices can be started simultaneously depending on the
type of hybrid inverter and its capabilities [1], [3], [4].

2. Topologies of HPV-battery system connected to the power grid

The HPV battery system itself could be highly versatile, automated, and programmable,
providing possibilities for energy sources and energy consumers to be prioritized and optimized
accordingly. As already mentioned, in this system in case the energy generated by the PV
modules is not sufficient for the supply of consumers, the differential energy can be drawn
from the electrical grid or the batteries as previously programmed. If the grid is available, it
can be extracted from it or it can be extracted from the battery if the grid is not available. On
other occasions, the system can be programmed to take part of the needed energy from the
battery and the rest from the electrical grid. In other words, this is a very versatile and very
configurable power generation system.

To better understand the characteristics of such a system we will consider a configuration of a
simple HPV battery system with an installed power of 1000 W and connected to the power grid
and batteries. In total, eight common cases (topologies) are investigated.
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Figure 4. Case #3.

In the first case (Figure 2),
we do not have consumers
who demand energy, and the
entire energy generated from
the PV modules in the
amount of 1000W s
delivered to the electrical
grid (as pre-programmed).

Delivered energy to the grid
is registered on the bi-
directional energy meter.

In this case (Figure 3), we
have active consumers
who demand part of the
energy in the amount of
400W generated by the PV
modules. Since PV
modules generate 1000W,
the  excess  generated
energy again is delivered to
the electrical grid, however
this time in the amount of
only the remaining 600W.

Again, delivered energy to
the grid is registered on the
bi-directional energy
meter.

In this case #3 (Figure 4),
compared to the previous
two cases we have reduced
energy production from
PV modules, only 600W.
Since consumers demand
1000W, more energy than
produced by PV modules,
the energy disbalance is
covered by drawing energy
from the electrical grid in
the amount of 400W and
thus the needs of
consumers are met. Again,
the bi-directional energy
meter is used.
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Case #4 (Figure 5) shows a
case where the PV modules
generate 1000W, and the
consumers demand the
same amount of energy,
1000W, thus that whole
demand energy is
completely satisfied with
the generated energy from
the PV modules. No excess
of generated energy exists.

In case #5 (Figure 6), the
power supply from the
electrical grid due to some
technical problems in the
grid is fully interrupted, thus
the grid in such case is
absent. The PV modules
generate 1000W, and the
consumers' demand
hopefully is the same as the
PV generation (1000W),
thus the existing demand is
fully met by the energy from
the PV modules.

In case #6 (Figure 7) again
the power supply from the
electrical grid is interrupted
due to certain technical

reasons, thus the grid is
absent. The energy
generated by the PV
modules (1000wW) IS

partially delivered to meet
the needs of consumers
which  now amounts to
600W and the rest is used to
charge the batteries of the
battery storage system with
the remaining 400W.

330



CASE 7 Even in this case #7 (Figure
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These eight cases or topologies of the HPV-battery system gave us a simplified pictorial
illustration of how the energy could flow in the HPV system made of ,, Power Grid — PV
modules — Battery — Consumers “could be pre-programmed to enable reliable and stable power
supply under various network and weather conditions [5]. This system also provides bi-
directional power measurements between the generation facilities (PV modules), power grid,
and the consumers, which from a financial viewpoint could be highly beneficial in case this
kind of subsidy is enabled.

Conclusions

Properly sized and controlled photovoltaic systems significantly can increase the quality of
energy supply to the consumers who use the energy from those photovoltaic systems. Such a
system is the grid-connected hybrid photovoltaic system with battery storage.

This system compared to the stand-alone and on-grid system provides maximum autonomy in
terms of power supply and continuous and quality energy supply to the consumers who use the
energy generated by its photovoltaic modules. This system at the same time uses solar energy
and allows storage of excess generated energy in the battery energy storage system. In cases
when batteries are already fully charged, this excess of generated energy is delivered to the
electrical grid for other customers. The hybrid system could be pre-programmed to optimize
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the three energy sources, the PV modules, batteries, and power grid network, enabling
continuous and reliable delivery of electric power to connected consumers.

During the process of design and sizing of the PV systems, the performance of the system can
be predicted through appropriate simulation software. The most important point during this
process is to determine the exact geographical location of the location where the photovoltaic
modules would be placed.

The computer program HOMER (Hybrid Optimization Model for Electric Renewables) is used
to analyze and simulate several variants and select the optimal solution for designing and
operating a hybrid power generation system that uses renewable energy sources. Our next
planned activity is the simulation of the operation of a hybrid photovoltaic system in real
conditions in the HOMER program package.
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Abstract

REBCO (Rare-Earth Barium Copper Oxide) pancake coils without turn-to-turn insulation, called no-
insulation (NI) winding technique, have shown a high thermal stability against normal state transition. REBCO
is the 2nd-generation high-temperature superconductor (HTS) with great properties. In recent years, NI REBCO
coils have been desired for practical ultra-high magnetic field applications. It has been reported, as an
experimental result, that the excitation delay, which is a problem of the conventional NI REBCO pancake caoils,
is improved by coils wound with multi-bundled REBCO conductor (MB NI REBCO coils). As an operating current
may not be evenly distributed in each bundled tape due to the different inductances, the current distribution in
MB NI coils is complicated. Therefore, we must clarify the excitation characteristics and the current and thermal
stability of MB NI REBCO pancake coils using numerical simulation. We also compared the cases with and
without insulation between turns. For a current simulation, an MB NI REBCO coil is modeled using a Partial
Element Equivalent Circuit (PEEC) method. From the simulation results, it was confirmed that the excitation
delay was improved by a multi-bundled REBCO conductor. Furthermore, we found that the MB NI REBCO coil
without turn-to-turn insulation was the most stable because the current could be distributed widely, not
concentrated.

Key words
HTS magnets, No-insulation, thermal-stability, ultra-high field.

Introduction

2nd-generation (2G) high-temperature superconducting (HTS) magnets can generate very
high magnetic fields, because they can carry large currents with small cross-sectional area at
extremely low temperatures [1]. 2G HTS magnets are expected to be applied to high filed
applications; magnetic resonance imaging (MRI), nuclear magnetic resonance (NMR), and
particle accelerators. These applications need high magnetic fields for high performances.
REBCO (Rare-Earth Barium Copper Oxide) which is 2G HTS has a high critical field and
excellent electrical properties. However, conventional REBCO pancake coils have a serious
problem against quench protection [2].

To solve this problem, a no-insulation (NI) winding method was proposed by Hahn, et al.
[3].[4]. It enables to drastically enhance the thermal stability of HTS magnets due to
eliminating turn-to-turn insulation and allowing currents to radially bypass a local normal-state
region through the turn-to-turn contacts. Also, the NI winding method makes HTS magnets
more compact with the higher engineering current density than ever. In these recent years,
because of these advantages, NI REBCO pancake coils have been strongly desired for practical
ultra-high magnetic field (>30 T) applications.

Although NI REBCO coils have these above-mentioned merits, no turn-to-turn insulation
causes a charging delay. This is a major issue for a long time [5],[6]. To overcome this issue,
a few different methods have been proposed [7],[8],[9]. One of them is a multi-bundled
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REBCO tape winding method, where a pancake coil is wound with multi-bundled REBCO
conductors without insulation between bundled tapes. It was reported, as an experimental
result, a charging delay was improved because the inductance per one tape of the NI pancake
coils wound with multi-bundled REBCO conductors (MB NI REBCO pancake coils) is smaller
than that of a conventional NI pancake coils wound with a single REBCO conductor [10]. In
addition, the high current density of the MB NI coil is expected. However, as the current
behavior of MB NI coil is complicated, the stability has not yet been investigated in detail. For
example, an operating current may not be evenly distributed in each bundled tape due to their
different inductances. The purpose of this study is to clarify the charging characteristics and
the stability of MB NI REBCO pancake coils based on the current and thermal distributions
obtained by numerical simulation. We will also compare the cases with and without insulation
between turn-to-turn.

1. Simulation method

To obtain the detailed current distribution, an MB NI REBCO pancake coil is modeled using
a Partial Element Equivalent Circuit (PEEC) method [5]. Since, in the PEEC model, the
equivalent circuit is built by dividing the MB NI REBCO caoil in the circumferential and radial
directions, it is possible to observe the local phenomena inside the coil. The electrical resistance
of the REBCO layer is approximated by an n-index model [11], and the critical current density
required for the n-index model is calculated using approximate equations obtained from
experiments. Since the n-index model involves a strong nonlinearity, the Newton-Raphson
method is introduced as a nonlinear solver. The heat generation in each resistance component
is computed from the obtained current distribution, and the thermal distribution is obtained
using a Finite Element Method (FEM).

R,.: Resistance of REBCO
R, : Resistance of stabilizer
R,, R, : Resistance of insulation layer,

Contact resistance between tapes
L, M : Self and Mutual inductance

R,
LM ,—W*‘._ /\\\
\

st

Fig. 1 PEEC model of MB NI coil (3 tapes bundled).

™,

2. Analysis models

The coil models and the specifications of REBCO tape and coils used in this study are shown
in Fig. 2 and Table 1. It is supposed that all the coils are wound with SuperPower 2G-HTS tape
wires and the contact resistivity between bundled tapes is 70 uQ - cm? based on experimental
results [12]. To investigate the effect of turn-to-turn resistance on the stability of MB NI
REBCO caoils, 3 coils with different values of turn-to-turn resistance are compared. All the 3
coils are wound with 3-bundled REBCO conductors. The turn-to-turn resistivity of each coil is
equal to the no-insulation (1 times), 10 times (10x70 € - cm?), and infinity (insulated). These
3 coils are called A, B, and C, respectively, also the bundled tapes are called Tapes 1, 2 and 3
from the outside of the coils in this paper.
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A: No Insulation

B: 10 times larger resistance

C: Insulation

Fig. 2 3 MB NI coil models with different turn-to-turn resistance.
Table 1 Specifications of REBCO tape and coils

Parameters Value

Coil model A B C
REBCO tape

Tape width [mm] 4.0

Tape thickness [mm] 0.1

Insulation layer thickness [mm] 0.03

REBCO layer thickness [pm] 2.0

Copper stabilizer thickness [pm] 20.0

Critical current at 77K, self-field [A] 120.0

Pancake coil

Coili.d.,, 0.d. [mm] 120.0, 144.0 120.0,146.4 120.0, 146.4
Number of bundle tapes 3

Number of turns 40

Azimuthal division 8

Contact resistivity (Tape-to-Tape) [u€ - cm?] 70.0

Contact resistivity (Turn-to- Turn) [uQ - cm?] 70.0 700.0 Insulation
Inductance [mH] 3.524 3.485 3.485

3. Charging simulations

Experimental results showed that MB NI REBCO coils could reduce the charging delay
compared to a conventional NI coil [10]. However, there is a possibility that the operating
current is not evenly distributed in bundled tapes during charging due to the variety of tape
inductances. The detailed current phenomenon has not yet been known. Therefore, we
simulated the current and temperature distributions inside the MB NI REBCO coils during
charging, and then investigated the stability of the charging.

The simulation conditions for the charging test are shown in Table 2. The operating current
is increased for all three coils at 1 A/s per tapes and stays for 50 s after reaching 450 A. Here,
the operating current is indicated as the sum of the currents flowing in all three bundled

conductors.

Table 2 Simulation condition of charging test

Simulation Condition

Time step [s]

Simulation time [s]
Operating temperature [K]
Operating current [A]
Charging speed [A/s]

0.1
200.0
20.0
0to 450
1.0

Fig. 3 shows the time variation of the operating current and the axial magnetic field for the
MB NI coil and the conventional NI coil. From the results, multi-bundled coils are confirmed
to improve the excitation delay caused by the NI winding technique. Fig. 4 shows the azimuthal
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current distribution during the coil excitation. We found that there were some current
differences between the tapes. However, these differences are not expected to have a significant
impact on the operating conditions or the magnet stability. In addition, no current differences
are observed immediately after the end of excitation. Thus, the MB NI coil is effective against
the charging delay, and has the high stability during charging.

4. Quench simulations

The sudden normal-state transition in NI pancake coils is called “quench.” When a quench
occurs in a conventional NI coil (single tape), the current is diverted via the turn-to-turn low
resistance path, thereby preventing a pessimistic temperature rise. At a quench event of an NI
coil, currents are induced in the adjacent tape wires to compensate the magnetic field, which
results in unbalance currents between tapes. In the MB NI coil, the current distribution would
be complicated in each bundled tape during quench.

160
160 (a) 0.18 (b) - = 0.18
(-_-_-_-. ra

140 f 01 140 ’ 0.16
_ E ’ E
= 120 P 014 T = 120 7 014 2
= P T = ’ =
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=] 7 0.1 = = 01 &
O g0 4 g 9 80 Y, 2
5 008 & y 008 &
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Center Magnetic Field: C P single tape 0.02
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Fig. 3 Time variation of the operating current and the coil center magnetic field, (a) MB NI caoil,
(b) single tape NI coil.
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Fig. 4 Time variation of the current distribution during exciting, (a) coil A, (b) coil B, (c) coil C.
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The quench simulations were conducted to verify the stability of the MB NI REBCO coil
against quench. For MB NI coils A, B, and C, with a steady state current of 450 A, the one turn
(mid-turn) of the outer tape (Tape 1) is quenched at 0 s. The operating current remained
constant after quench. The simulation conditions for the quench simulations are listed in Table

3.

Fig. 5 shows the results of the quench simulations. In all the coils, it can be seen that when
the quench occurs, the current at the quench region in Tapel is transferred to the other tapes.
The current of Tape 2 reaches to the maximum value near the normal-state element, with the
smallest value in coil A, which has no insulation, and the largest value in coil C, which has
turn-to-turn insulation. This is because the insulation layer between the turns prevents the
current from passing from Tape 1 to 3, and the current concentrates on Tape 2. Furthermore,
in coils B and C, the current in Tape 3 is also transferred to Tape 2 at 0.01 s after the quench.
It is considered that this is due to the strong influence of the inductances.

From these results, it is considered that the MB NI coil has a high thermal stability against
the normal-state transition, but there is a possibility that the current may concentrate on one
tape and reach the critical current depending on the operating current. However, no temperature
rise is observed in all the coils, as shown in Fig. 6.

450

I
8

350
300
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200
150
100

Azimuthal Current [A]
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o O
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= 400
= 350
¢ 300
3 250
= 200
=
= 150
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~N
< 50
0

Table 3 Simulation condition of guench test

Simulation Condition

Time step [s]

Simulation time [s]
Operating temperature [K]
Operating current [A]

0.001
1.0
20.0
450

450
400
350
300
250
200
150
100
50
0

(2)

0 4 8 12 16 20 24 28 32 36 40
Turn [-]

0 4 8 12 16 20 24 28 32 36 40

Turn [-]
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Fig. 5 Time variation of current distribution in quench test, (a) coil A, (b) coil B, (c) coil C.
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Fig. 6 Temperature distribution at 0.1 s after the quench.

Conclusions

For the practical use of REBCO magnets, NI coils are expected to have both the high current
density and the high thermal stability, but an excitation delay is an issue to be solved. The
proposed MB NI coil was reported to be able to improve the charging delay. Nevertheless, the
distribution of the current flowing in the coil has not been clarified, and the stability against
the normal-state transition has not been confirmed. In this study, we investigated the current
and temperature distributions of the MB NI coil by numerical simulation using the PEEC
method and the thermal finite element method.

From the excitation test results, it was confirmed that the MB NI coils could improve the
charging delay. During the excitation of the MB NI coils, there is no large current difference
between the tapes, and a stable excitation is expected to be possible.

From the quench simulation results, the MB NI coil is thermally stable with no pessimistic
temperature rise even when a quench occurs. However, we found that current differences occur
between bundled tapes, and if the turn-to-turn are insulated, there is a threat that almost all of
the operating current would flow to one tape. Therefore, no-insulation between turn-to-turn of
MB NI coils seems to be desirable.
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AOcTpakT

Hajnosume ungopmamuuxu u KOMyHUKAYUCKU MEXHOIO02UU 0803MOJCYB8AAM C030a8arse, ynompeoa u
oucmpubyyuja Ha uHopmayuy NPeKy KOMNAKmuu OUSUMAIHU NPeHOCHU ypeou. Mobunnume ypedu
0603MOJCYBAAM €0O30a6albe U OUCMPUOYYUja HA OUSUMATHU NOOAMOYU U HUBHO CKIAOUpAIbe
He3a8UCHO 00 Meduymom, m.e. be3 ozned Ha niam@opmama. Moburnume ungdopmamuyky u
KOMYHUKAYUCKY MEXHOI02UU He 2U 3a00uxoauja Humy obpazosnume npoyecu. Ocnoeama na osaa
anaukayuja e 6aza Ha 3Haerve (OOMeH Ha 3Haere), Koja ce cocmou 00 maKanapedeHu OCHOBHU
KOHYenmu, Kako OCHO8HU ZpaldedcHu Onokosu. Co yen O0a um ce nNoKajxce HA cmyoeHmume,
coOpoicuHama  Ha — KOHyenmume ce  mpamcopmupa 80  XUNEPHpPOCMOpoOm,  KOPUCMejKu
mynmumeoujarnu pamxu. Illpezenmayujama ma coopoicunama Ha KOHYenmume e 2cpynupama 60
Kypceesu. Kypcesume ce 60 cywumuna ananocnu Ha npeomemume. Kypcesume ce cocmojam 00 eunuyu
3a yuemwe. Tue ce ananoenu na nacmagrume eouruyu. CoOpicuHama Ha eOUHUYAMa 3a yuerbe e 30up
HA MYTMUMEOUjanrHy ONUCU HA COOPICUHAMA HA OOMEHCKUme KOHYenmu HA 3Hdaere m.e. 30up Ha
mynmumeoujarnu pamxu. OcHoGHUME KOHYenmu Ha 6a3ama Ha 3HAere ce XUEPAPXUCKU NOBP3AHU,
WMo 3HaA4U 0eKa HUGHUMe MyIMUMeOUjaiHu PAMKY 60 XUNEPAPOCHOPOM ce UCHO MAKAd XUepapXUucKu
NOBP3aHU 80 OOMEHOM HA Kypcom. Xuepapxuckama cmpykmypa ce pecyiupa 60 3a8UCHOCH 00
HAcmMasHama npocpama wimo ja degpunupa Munucmepcmeomo 3a obpazosanue u nayka va Penybauka
Cesepra Maxeoonuja. Hacmaenuxom, 60 3asuchocm 00 yeaume HA yuUeremo u npopuiom Ha
VueHuyume, co3046a CYEHApUo 3a Yuere cO U30uparbe Ha co008emeH KOHYyenm 00 OOMEHOm Ha
3Haerwemo, cooo0eemHa eOunHuya 3a yuewe, m.e. epyna Ha ON-line myrmumeoucku obpazoeHu
xkapmuuku. Ha 060j nauun, nacmagnuxom co30asa npeoasarbe 80 pedaino 8peme, cnoped peaiHume
MeKoGHU TTIOTPEOH.

BoBen

E-yuemeTo e HecOMHEHO I1aBHaTa ,,KpUTUYHA MUCH]a* BO 0Opa30BHUTE CUCTEMH HU3 LIETUOT
CBET U HajBEpOjaTHO ke OCTaHe Taka BO JOIJIE/HA UIHUHA.

Co ydeme co TOMOII Ha TEXHOJIOTHja, YUCHHUIIUTE MOXAT Ja ydaT CIIOpe]] pacropenoT U
JIOCTAIHOCTA, IOMarajkyu UM Jia ro HCKOPUCTAT CBOETO BpeMe Mo00po.

[Tokpaj Toa, MHOBaTUBHUTE METOIOJIOTMH KaKO CUMYJIAIMU U CEPHUO3HH UTPU MOXKAT Ja TO
MOTTUKHAT MHTEPECOT Ha ydyeHHIHTEe, 00e30eayBajku MOXHOCT Jla y4yaT U Ja ydaT HpeKy
3Haewme 0a3upaHoO Ha arTUKAaIlHja.

MoxHocTa 3a BexOame M YCOBpIIYBambe WM YCOBPIIYBAaKE HAa BEIITHHUTE HE CaMO IITO
00e30emyBa nmoroyieMa MpOIyKTUBHOCT U KBAJIUTET HAa pab0Ta, TYKY BJIeBa YyBCTBO Ha JoBepOa

Kaj YUYCHUIUTC LITO UM IOMara Jia MOCTUIrHaT HeJIOKYyITHa U3BOHPCAHOCT.


mailto:an.dionisieva@gmail.com

Co moBeke 1 MoBeKe MHAYCTPUHU KOU TO NMpHdaKkaaT yueHETo CO MOMOII Ha TEXHOJIOTH]a KaKo
n30paH HaYMH Ha 00yKa U UCIIOpaKa Ha YUCHe, JaCHO € JIeKa e-yUeHEeTO Ke IPOJIOIKH Ja 1aBa
HEroBOTO MTOCTOjaHO BIIMjaHUE U PAJAUKAIHO IO MEHYBa HAUMHOT Ha KOj yUHMe.
30UpOT O] MYyJATUMEIH]ATHU PECYPCH K€ OBO3MOXKH YICHHUIINTE HHTEPAKTUBHOCT , IOCTAITHOCT
BO CEKOE€ BpEME .

1. OoOpa3oBeH cucrem

11 Oopaszosen npoyec

O0pa3oBaHue e poliec Ha MPOMEHa Ha JIMYHOCTA BO OCAKyBaHATa HACOKA CO YCBOjYBambE Ha
Pa3INYHU COJPKMHU BO 3aBHCHOCT OJ1 BO3pAcTa M NOTPEOUTE Ha ITOCTHHIIH.

Yuemwe npercTaByBa 30Mp Ha aKTUBHOCTH Ha MOEAMHELOT KOM PE3YJITUPAAT CO CTCKHYBAHHE
Ha 3HacHa, BEUITHHHU U HABUKH, KAKO U CTEKHYBAhE Ha OJIPEJICHU CTAaBOBU M BPEJHOCTH.
E-yyemeTo MOxe na ce neuHHMpa Kako Mpolec Ha TpaHC(ep Ha 3HACHE W BEIITHHH IO
SNIEKTPOHCKH TaT cO yrnoTrpeba Ha COOABETHH KOMIIjYT€PCKHA allIMKALUH, T.€. TOCBETCHU
IpOrpamMH U CPEIUHH BO IMPOLECOT Ha yuewe[2]. OBHe ariMKaluy W MpOIecH BKIIydyBaatr
ydeme NpPeKy MHTEPHET, KOMIjYTepPH, AWTHTAIHU YYHIHHIM, a COApP)KMHATA CETpPEeHEecyBa
MPEeKy UHTEPHET, HHTPA-Mpeka / eKCTPaHET, ayIn0 W BHJICOJICHTH, CATEIIUTCKA TEICBU3H]aA ...
[3] [4]. [IpemuHYyBameTO KOH €-y4ere HE 3HAYM OT(pIame Ha MOCTOCYKATa COIPKHUHA 3a
npeaBame / yaeme, TyKy caMo MoI00pyBamke Ha MMOCTOJHUOT 00pa30BEH MaTepHjall, OJJHOCHO
HEeroBa MOJIEpPHHU3AIH]a.

Jlenemnute (OpMU Ha e-ydeme BKIydyBaaT pa3jiMyHU AacleKTH Ha yrnoTpebara Ha
uHpOpMaTHYKaTa ¥ KOMyHUKAIMNCKaTa TEXHOJOTHja BO 00pa30BaHHETO, a BO 3aBUCHOCT OJI
MHTEH3UTETOT U HAUMHOT Ha yrnoTpeda, ce pa3iuKyBaaT HEKOJIKY (opMu Ha e-ydeme: [ 1]

e KracuunanactaBa — HacTaBa Bo yuuiaHuna (f2f wnu nune B nune);

e HacraBa co nomou Ha HHGOpMAaTHYKa U KOMYHUKAIMCKa TEXHOJIOTH]a — TEXHOJIOIH]ja
BO (pyHKIMja Ha IOJO0pYBamke Ha KIIACHYHOTO MpeaBambe (OJPKAHO YICHE 01
crpana Ha UKT);

e XuOpuaHa UM MellaHa HacTaBa — KOMOMHAIIMja HAa HACTaBa BOYYMJIHUIIA U HACTaBa
CO MTOMOIUI Ha TEXHOJIOTHH (XUOPHUAEH, MEIIaH PEKUM MM MELIAHO yUeHe);

e OmniajH HacTaBa - HacTaBaTa € IEeJIOCHO OPraHU3MPaHa CO IOMOII Ha HH(POpMATHIKA
Y KOMYHHUKAIIFCKA TEXHOJOTH]ja (1IeTTOCHO OHJIAjH).

2. JIuruTajaHu 00pa30BHU KAPTUYKH

ArmnukanujaTa “/lurutanna oOpa3oBHa KapTHYKa MPETCTaByBa COPTBEpPCKA BEO arIuKaimja
KOja Ha HACTaBHUIUTE/YUYEHUIIUTE MM OBO3MOXKYBa INpE3EHTAallMja, ydeHme, YTBPIAyBame U
TECTUPAbE/caMOTECTHPAkhE Ha JAaJIeH 00pa30BeH MaTepujaj BO peaaHo BpeMe (online) npeky
OUJI0 KOj KOMITjyTep WM MOOWJIEeH ypel. Bpemero m mMecTtoTo He ce BaxkeH (pakTop Kora
cTaHyBa 300p 3a KOPUCTEH-E HAa OBaa arTukaiuja. [ 1aBHarta 11en e 1a ce 0BO3MOKH Op3 U JIECEH
IpuUcTalm Ha CUTe HACTaBHMLIM/YYEHMIIM JO HACTaBHUTE COAPKMHUM KOM CcakaaT Ja
MPE3eHTUpPaaT, ydaT, YITBpAYBaaT W Ja IO IMpoBepaT CTEKHATOTO 3HACHE 3a NaJeH JeT O]
HacTaBHaTa nporpama. MCTOBpeMEHO M HAacTaBHMILIMTE MMaaT MOXHOCT Ja T'M cjlelaT CUTe
AKTUBHOCTH Ha YYEHHIINTE, J]a TO TECTHpPAaT HUBHOTO CTEKHATO 3HACHE, Mpeiaraar co Kou
KapTUYKU J1a TO MPOJIOIKAT MPOLIECOT Ha YUCHE/CaMOyUeHe.

Ha oBoOj HaumH y4YeHWIIUTE UMaaT MOXXHOCT KJIACHYHWTE HACTABHU JIMBUWEHA, KOM IITO CE
KOPUCTAT BO TPaJMIIMOHAIHATA HACTaBa BO OOPAa30BaHMETO, Aa I'M paboTaT Ha MOMHTEPECEH U
nmo3a0aBeH HAYWH MPEKY TEXHOJIIOTUCKUTE Ypeau OJ KOW C€ 3aBHCHU M BO BpeMe KOora THE
cakaar.

Ilenta Ha oBaa armTMKaIMja € Ja Cce TUTUTAIN3UPAAT CUTE HACTABHH NPEIMETH W HACTABHU
eIMHUII CO COApKMHA KOja ke Ouje MpuiIarojJeHa Ha BO3pacTa U HUBOTO Ha 3HacHE Ha
yueHunure. Bo TrmaBHO, oOBaa amMKan@ja WMa 3a [eJ  Ja OBO3MOXH Ha

HaCTaBHI/II_II/ITC/y‘{CHI/II_II/ITCZ



e [IpuBneuyHa u 3a0aBHA IpE3CHTAIMja HA HACTABHUTE COAPKUHH, IPEKY KOPUCTEHE HA
MYJITHUMEAMjaTa, XUIepMeIijaTa 1 HHTEPaKTUBHOCTA.

e EduxacHO M KBaJUTETHO pa30OMpame, CTEKHYBam€ HAa HOBU 3HACHa M HUBHO
HOJOJTOIIAMTEHhE.

° Hpoz[na6oquaH,e Ha 3HaCHkha Ha YYCHUIUTC 3a CUTC HAaCTaBHHU COAPXHWHH U CAMHUIIN
KOH I'M ©UMaaT NIOMHUHATO BO JAACH IICPHUOA HAa TCKOBHATA HACTABHA ITporpama.

e MOXHOCT 3a TCCTUPAKLE U CAMOTCCTUPALEC HAa CTCKHATUTC 3HACHA IPCKY KOHTPOJIHU
TECTOBHU, IPErjaca Ha IMOCTUTHATHTC pPE3YITATH IIOCIIEC CeKOj TECT W IPEriICH Ha
OATOBOPUTC KOMYUCHULIUTC I' JAJIC, KAKO U IMPETJICA Ha TOUHHUTCO ATOBOPHU.

° HacoquaH,e Ha TCKOT Ha IIPOLECOT Ha YUYCHE BP3 OCHOBA HA IIOCTUTHATHUTC TECTUpakha
MNOCANHCYHO WK I'PYITHO.

e JlocTtamHOCT 10 aIruIMKaIlMajTa BO CEKOE BPEME M O]l CEKOj KOMIIjyTep MM MOOHIICH
ypex.

Cnopen ucTpaxkyBamaTa KOMOMHAIMjaTa O]l KJIACUYHUOT HAYMH Ha CJe/lelhe Ha HacTaBa U
KOPUCTEHE Ha €-00pa30BHU COIOPKMHH € BUIIMBO Moe(EeKTHBHA O] KJIIACHYHATA HACTaBa.
Hekou uctpaxyBama IMOKaXyBaaT JeKa YUYEHHUIIMTE KOM KOpUCTaT on-line exyKaTWBHU
aIuIMKalMK Cce TIOBEKE UCIIOJIHUTEIHU OJ1 YYEHUIIUTE KOU T'0 MPAKTUKYBAAT TPAAULIMOHAIIHUOT
HAuYuH Ha CJIe/JIeHhe Ha HAaCTaBa.

2.1  Onuc na cmpykmypa

Kommjyrepckn mnoagpxaHuTe MOAYJApPHH CHUCTEMHM HMaaT TaKaHapedyeHa MoJyJapHa
cTpykrypa. Tue ce nsrpajeHu o MOIyiIH, KO 3a€1HO (DYyHKIIMOHHPAAT BO €/IHA IeJIMHA KaKo
cucreM. OcHOBaTa Ha MoJyjapHaTa CTpyKTypa ,/ducumanna ob6pa3zoena kapmuuka‘“ce
coctou oa:Monyn3aHajaByBame, MoaynHazHaewe, Monyn Ha yuewme U noaydyBame, Moy
Ha KOpHUCHUK (yuuTesn/yd4eHuk), Mopynsatectupame M oOleHyBawme, basa ,,E-HacTaBHa
kapTuuka‘“, KoMyHHMKaIMCcKu MOy

2.1.1 Mooyn 3a najasysarve (login mooyn)

OBO0j MOJyJT CITY>KH 3a HajaBa, OJTHOCHO PEerucTpalrja Ha HaCTaBHUKOT/yueHUKOT. Bo 0Boj nen
HAaCTaBHUKOT/yYEHUKOT CE€ PETUCTPHPaA CO CONCTBEHO KOPUCHUYKO MME U JIO3UHKA MPEKY KOU
ce jiorupa. Bo pamkuTe Ha 0BOj MOAYJ, IPU MpBaTa HajaBa, KOPUCHUKOT I'M BHECYBA CBOMTE
MaTUYHHU NoAATONH (1udpa, Ipe3uMe, UMe, HACTABHUK/y4eHUK, YUUIIUIITE, ojiesieHue). Bp3
OCHOBa Ha BHECEHMTE MAaTMYHM MOAATOLM alUIMKallKjaTa My HPUAPYKyBa KOU CE€ HETOBUTE
IIPaBa 3a KOPUCTEHE Ha aIlJIMKalMjaTa, OAHOCHO My ce nepuHUpa HeroBuoT npodwi. Haxsop
Ol IO/ICJICHUTE TIpaBa KOPUCHUKOT HE MOXKe Ja JejcTByBa[l].

2.1.2 Mooynna 3uaerve

['maBHUOT MOy WK ‘pOETOT Ha OOPAa30BHUOT CHUCTEM € MOMAYJIOT Ha 3Hacwke (JOMEH Ha
3Haeme). 3HaCHETO KO Ce KOPUCTHU BO MPOLIECOT HAa YUEHE U MOyYyBambe € CTPYKTYPUPAHO
BO OBOj Monyid. Bo TekoT Ha cBoeTo (GyHKIMOHHpame, OCTAHATUTE MOIYJIM Mopa [a
KOMYHHIIMPAAT CO HETO.

OcHoBa Ha 0OBOj MOAYJ TMpeTCTaByBa 0Oa3ara Ha 3HaeHE, BO KOja CE€ 3alMINaHU CHUTE
uH(OpMaIMY 32 HaCTaBHATa COJIp’KMHA Koja Tpeba Jja ce coBiaZa BO TEKOT Ha MPOIECOT Ha
yueme 1 NoJyJdyBame. ba3ara Ha 3HACHETO MpecTaByBa MHOXKECTBO Ha OCHOBHH KOHIICTITH.
OcHOBEH KOHIENT, HapeueH JOMEHCKM KOHIIENT, MpecTaByBa eJEMEHTapHa 4YeCTHYKa Ha
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3HaeHme KOja IOHATaMy HEe MOJKE J1a Ce JIeNTM Ha MOMaiH J1e0BH. OCHOBHHUOT KOHIICTIT BO OBO)]
TPYA MpeTcTaByBa ,,JlururanHa MylITUMEINCKa 00pa30BHA KapTHIKa .

[Ipeky oOpa3oBHaTa KapTHYKa MYJITUMEAHjaTHO C€ MPE3CHTHPAaT OCHOBHUTE HACTABHU
MOMMHU Ha CIMKOBUT M 3a0aBeH HauMH co ymorpeba Ha TeKCT, rpaduka, Qortorpadum,
aHMMAaIluU, ayJuo M BHJIeo3anucu. [Ipy HUBHOTO KpeHpame ce KOPUCTAT COPTBEPCKUTE
anarku: Paint, PowerPoint, Word u Scratch.

Ha Cnuka 1 e npukakana oOpa3oBHa kaptuuka Dvgore Bo koja, co TOMOIII Ha aHUMAaIHja
u3paboteHa Bo Scratch, ce o6jacHyBa MaTeMaTHUKHOT mouMm ,,Haa™.

wAleksRal Nad2 - Hap TpuaronHukot m
by AleksRaj

Upute

LY
‘y

Co CTpenkuTe Ha TacTatypa nocTasu ro NpaBoarofiHNKOT
Hafl TPUaronHUKOT, MUHYBAJKW HW3 YNULWUTE Ha rpanoT.

R S B 3 R

Cankal: O6pa3oBHa kapTuuka Nad2

OCHOBHHUTE KOHLIENTH CE MET'yCEOHO YCIIOBHO OBP3aHHU, OHOCHO YUEHETO Ha €/1eH KOHIIENT
3aBUCH OJ] TI03HAaBambE Ha COAPXKMHATA Ha APYT KoHuenT. KoHnentute MeryceOHO ce TOBp3aHu
BO Mperka Koja uMa 00JIMK Ha Mpexa Ha rpadoBu.

2.1.3 Mooy na yuerwe u nooyuysarve
MoaysoT 3a yuyeme U MOJAy4dyBame CIY)KH KaKo ajaTKa 3a M3BEAYyBame Ha MPOLECOT Ha
yUCHE/TIOyTyBambe O] CTpaHa Ha HACTABHUKOT W YYEHHUKOT.
OBoj Moy Mopa 100po Jla THaHAJIM3Upa U OATOBOPU HAa OJIPEJCHM Ipallama 3a J1a MOXKe
YCIIEIIHO Jia ja W3BpIIyBa CBOjaTa OCHOBHA (YHKIMja - YHOpPaByBame CO IPOIECOT Ha
CTEKHYBa€ Ha 3HacHa U BEIITHHH.
[Tpamamara mro HajuecTo Tpeda Ja ce aHAM3Upaar ce 0] TUIOT:

e Koe e HUBOTO Ha CITIOCOOHOCT Ha YUEHUKOT?

e Kako y4eHHUKOT ce OJJHECYBa BO TEKOT Ha YUCHETO?

e Kou MeTou Ha MpeTcTaByBamke Ha HACTABHUOT MaTepHjall TH npedeprpa y4eHUKOT?
e Bo kojikaBa Mepa yu4e€HHUKOT T'0 BlIajiee MaTepHjanoT?

e 3a KoM Mojipayja KOU ce HaJBOP O/ HACTAaBHUOT MaTepHjall ce HHTEepecupa yUeHHUKOT?

Co momon1 Ha COOJIBETHU TECTHpama ce 100MBaaT U OArOBOPUTE Ha OBHE Ipalllamka, BP3 UMja
OCHOBa ce M30Mpa aBTOMATCKO CLIEHAPHO Ha YUeHe, KO MOYJIOT 32 YUeHE U MOAy4yBambe I'o
MpernopayvyBa, Wi MaK HACTAHUKOT IO 0J10Mpa Bp3 OCHOBA Ha PE3YJITATUTE O]l TECTUPABETO,
CBOETO MCKYCTBO U TO3HABamETO Ha YYEHHUKOT. OBOj Moayn Tpeba Ja ro HacodyBa CEKOj
YYEHUK I0ceOHO/Tpyna Ha YUYEeHHUIM, BO 3aBUCHOCT O] HErOBUTE pe3yaTaTH. Toa € BCyIIHOCT
U TJaBHATa IIeJ1 Ha OBOj MOAYJN, Aa T'M HAacO4YyBa aKTUBHOCTHTE Bp3 OCHOBAa Ha 3HACH-ETO

CTPYKTYPUPAHO BO MOJYJIOT HA 3HACHE.


mailto:https://scratch.mit.edu/studios/25457774/projects/?subject=gmcovek.mk

CreHaproTO TpeTcTaByBa MHOXECTBO Of MAKeTH HAa WHCTPYKIUH (HACTaBHU KapTUYKH).
Baksute cuenapuja tpeba 1a Ounat Taka qeUHUPAHU U OCMUCIICHH, J1a € KOPUCTAT CaMo OJ
rpynara Ha y4eHHUIM/ YIE€HHK CO OJIpEJICHO HUBO Ha 3HACH:-E, KOE 0JIr0Bapa Ha pe3y/ITaTUTE PU
TECTUPABETO. 3a CeKoja rpyra/moeIMHel] MOCTOjaT MAKeTH Ha MHCTPYKIUH/KapTUUKH TIPEKY
KOM HAaCTaBHHKOT MOXXE Ja ja MHTEpIpeTHpa caMO COAp)KMHATa Koja JajeHaTa rpymna Ha
YUYEHUIIH HE ja Mo3HaBa 100po. Kako pacte TexHHCKUOT (hakTOp Ha Irpymara, Taka ce HamanyBa
OpojoT Ha MHCTPYKIMH BO COOJBETHUOT MAKET WJIM ITaK C€ HaMaJyBa HAuUMHOT HA MPHKa3 Ha
UCTaTa HACTaBHA COAPXKUHA.

[TakeTnTe HA UHCTPYKIMU/KAPTUYKHU CE MOAEIICHU BO TPHU IPYIU:

e [IpBa unu nmoyeTHa rpymna, BO Koja ce HOBTOPYBA MPETXOJHO CTEKHATHOT MaTepujall.
AKO IIpHU TECTHPAKETO CE€ YTBPIM J€Ka YUYEHHUKOT WIM Ipylara OJf YUYEHHLH HE To
MO3HABAAT MPETXOJHUOT MaTepHjasl BO JOBOJIHA MEpa, TOTall CelyBa MMOBTOPYBAhE
Ha MaTepHjaorT.

e Bropara unu TekoBHa rpymna, € rpyna Koja COApU WHCTPYKLHU KOW TO ylaryBaaT
YYEHUKOT Ha HOBHOT (TEKOBHHOT) Marepujai. [lakeTuTe o1 oBaa rpyma ce mojaeiecHu
10 TeMU W HacTaBHU enuHUIM. [locie onpeneHn Opoj Ha TOMHHATH OOJIACTH CIICAYyBa
tectupame. Of pe3yiaTaTuTe Ha TECTUPAKETO Ce OIpeaenyBa Jajiu Ke ce HM3BPIIU
MOBTOPYBakE HA TEKOBHUOT MaTepujajl UK Ke ce MPOJIOJKHU MOHATaMYy.

e Tpera unm KpajHa rpymna, BO CyIITHHA € UCTa KAaKO TEKOBHATA TPyIia, CO pa3iiuKa IITO
YUYCHUKOT T'M CJICAHW HHCTPYKHUUTC IOTO CUCTEMOT I'M I[e(i)I/IHI/Ipa BO 3aBHCHOCT O]
pe3ynTaTUTe Ha CUTE€ HACTAaBHU €MHUIM MIPEIBUICHH IO TOj MIPEIMET, 3a Taa yueOHa
rOJIMHA.

HacraBHuTe KapTHuku omndareHd CcO CIEHApUeTOo HE Cc€ CTaTUYHH, OJHOCHO
Mpe/1aBavy0T/HaCTaBHUKOT MOXE Jla T MEHYBa 110 oTpeoda.

CuenapuoTo 3a MyJITHMEAHMjaHA TMPE3CHTAllMja Ha HACTaBHA COJAP)KMHA BO MPOIECOT Ha
yueme / HacTaBa (JIOMEH Ha CIIEHapHoO) ce KpeHrpa Ha JIBa HauMHa: aBTOMATCKU WM 10 U300p
Ha HacTaBHUKOT (Crnuka 2 u 3).

CueHapuoTo e 301Mp Ha MaKeTH cO MHCTPYKLIMU 32 yueme. [lakeTuTe ce rpynupanu o KypceBu
(npeametn). KypceBure ce cocrojaT oa TeMH, TEMHUTE OJf €IUHHUIMU 3a y4yeme (HACTaBHU
€IMHUIIN), a €IUHHUILIUTE Ce COCTOjaT O/ TaKaHapeueHH MYITHUMEAUCKH 00pa30BHU KAPTHUUKU
KOM KOpHCTaT MYJITHME/IWja 3a NMPe3eHTHpamke Ha HacTaBHATa COJIPKMHA BO TPOIECOT Ha
yueme / HacTaBa. Cekoja KapTUUKa aKTUBUPA OJIpEICHa MyITUMEINjalTHA paMKa.

BpojoT u BHIOT Ha ymaTcTBaTa BO IMAKETOT 3aBUCH OJ TPyINaTa yYSHHIN 32 KOU € HAMEHETO
[IPeaBambEeTo, T.€. 0] HUBOTO HA IPOCEUHO 3HACHE Ha YUEHUIIUTE. AKO 3HACHETO € M0r0JIEMO,
OpojoT Ha ynaTcTBa ce HamanyBa. Ce TOJKyBaaT caMO COJPKUHHUTE IITO YYCHHUIIUTE HE TH
3HaaT. PaKTOPOT HA TEXKMHA HA 3Haeme ce oleHyBa of 1 1o 5. Kora numa Bpeanoct ox 1, cure
yImarcTBa ce u3BenayBaaT. Kora mma BpesHOCT 5, MAKETOT € Mpa3eH, CTYIEHTHTE ja HayduIIe
HAcTaBHATa COAPIKHHA.

Co31aBameTo CIICHapHO CE BPIIU aBTOMATCKH KOE o JeHHUpa KOHIETITOT, BO 3aBHCHOCT O/
M30paHHOT KypC W €IMHHUIIA, BIETYBa BO MYITHMEAHjaIHUTE PAMKH 32 CKPUIITH U HUBHH
azpecd, OX KaJe IITO MOXAT Ja aKTHBHpaaT W Jla TPE3CHTHpaaT COOJBETHA HacTaBHA
conpxkuna (Cnuka 2), Wik HACTAaBHUKOT JIMYHO Kpenpa CKPUITAa BO 3aBUCHOCT OJI HUBHOTO
3HaCHE 3a KapaKTepPUCTUKUTE Ha yueHUKoT (Crnuka 3).
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AnmEkarnja

H=z2bH0p Ha cakKaHHOT
KOHIIEIIT

(HeroeaTta compEmHa
cakame aa ja
OpezeHETHPAME EQ
OpOoIecoT Ha VIS )

JonmeH Ha
sHaeHe (Daza ..

E-HacTaBHa

EapTHIEA )

MYVITHMEIHCEHTE DaMEH
BO HHOCPMEeHCEHOT
opocTop

ABTOMATCED B
OedHHHEpaEEe Ha TIFC Ha
COOOEETHHOT EVPC H »| HHCIPVEOHHTE - Coenapmo

BO CHECHADHETO

Cauxa2: ABTOMATCKO KpeHpame Ha CHeHAPHO 32 yYeme

Hz60p Ha CaKaHHOT
KOHIENT

(HeroeaTa conpEEHEA
cakaMe gaja
IpeseHTHPAME BO
IPOLIECOT Ha VIEIhE)

Hacraenux

¥

IIprprasHa og0paHn

KOHITEITH Ha
COOJEETHHTE KYPCeEH
JHostes ma H MYITHMERH] 2IHT
—®| sHacme (Gasa., parEmED
E-macraesa XHIIepMe THCEHTE
EEPTHTEE") TPOCTOPH

BH‘pE.B:E Ha COOOEBETHHOT
EVPC H MVITHMETHCEHTA

¥

paME3 BO XHIIEPMEIHCKHOT
mpocTop

Brmic Ha
HHCIPYEITHHTE EO
CHEHAPHETO

Cauka3: Kpeupamwe Ha ClieHApHO 0]l CTPAHA HA HACTABHUKOT

Pen. Bpoj|Onuc Ha mynTMMmegMckaTa pamua Appeca
1 Pred1 —MocTaeu ro kpyroT npeg TpuaronHukot]hitps://scratch.mit.edu/studios/25457774/projects
2 Zad1—TMocTaeu ro TpMaronHKMKoT 3aa kpyrot  |hitps://scratch.mit.edu/studios/25457774/projects
3 MNadl —Hapg npasoarofH1KoT https://scratch.mit.edu/studios/25457774/ projects
4 Mad2 —Hapg TpHaroiHMKoT https://scratch.mit.edu/studios/25457774/ projects
5 Pod2 —Mog wpyrot https://scratch.mit.edu/studios/25457774/ projects
6 Pod3 —Mog AvHKjaTa https://scratch.mit.edu/studios/25457774/ projects
7 Dol — 0o yYnnuwTeTo https://scratch.mit.edu/studios/25457774/projects
2 DVgorel — Mckaum ro TpHaronH1KoT https://scratch.mit.edu/studios/25457774/ projects
9 Vnatre 1 —BHaTpe BO KpyroT https://scratch.mit.edu/studios/25457774/ projects

Cauka4: CueHapuo 3a HACTaBHA eUHULA ,,MecTOono010:k0a, IBHKEH€ U HacOKa*

[Ipu peanuzanyjara Ha ClIEHAPUOTO, HACTABHUKOT BJeryBa Bo 0a3zara Ha ClieHapHja, ro oupa
CIICHapHOTO KO€ € aBTOMAaTCKO KpeHpaHO WM TO Kpeupa caM U Tpe3eHTHpa
MYJITUMEAN]ATHUTE paMKH 32 00paHUTE KAPTHUKH.
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Hacrapanx |—» OomeH Ha Hacraraux
CLEHapHo

CaukaS: AKTHBHpambe HA CLIEHAPHO O/f CTPAHA HA HACTABHUK/YYEeHUK

2.1.4  Mooyn xopucHuk (yuumen/yueHux)

KoprCcHUYKHOT MOYN € OCHOBA Ha CEKOj CHCTEM 3a ajanTalyja Ha KOPUCHUKOT, OUJIejKH TH
coapku cute nH(popManuu 3a Hero. be3 nHpopManmu 3a KOPHCHUKOT, CUCTEMOT HE MOXeE Jla
copaboTyBa cO CEKOj KOPUCHUK JINYHO, TYKY C€ OJJHECYBa KOH CUTE KOPHCHHUIM HA UCT HAYMH.
KopucHUYKHOT MOy]T MOpa J1a TH COJIP’KH CHTE KapaKTEPUCTUKU HA KOPHCHUKOT, HETOBOTO
OJTHECYBamh€¢ M HETOBOTO 3HACHE, T.€. MOpa Ja TH COIPXKU cuTe (PaKTOpu KOW BiIMjaaT Ha
IPOLIECOT Ha Y4ee U epeKTUBHATA MIOTPOIIYBayKa HA 3HACHE O] CTpaHa HAa KOPUCHHUKOT. Bo
3aBUCHOCT 01 HH()OPMALIMHUTE 32 KOPHCHUKOT U aruIuKanujaTa ,, TexHonoruja u uHpopMaTHKa
BO 00pa3oBaHMETO ce yTBpAyBaaT Jalld CICHAPHOTO 332 HACTaBHA COJpP)KMHA KE Ce Kpeupa
aBTOMATCKHM O] alUIMKalfjata WIA pavyHO OJ HAacTaBHHUK. KOpPHCHHYKUTE IOAATOIM Ce
CTaTUYHU: MaTU4eH Opoj, mpe3ume, mMe, (YHKIHMja 3a KOPUCHHYKM TpaBa (HACTABHUK,
CTYIICHT WJIM aJMHHUCTPATOP) WIA JMHAMHYHO: JATyM U BPEME Ha BJICTYBaE WU U3JIE3 O
aruIMKaIMjara.
2.1.5 Mooyn 3a mecmuparve u oyenysaroe

Cekoj HaCTaBHHUK/Y4E€HHUK, BO pAMKUTE Ha CBOjOT NMPOMUII, IMa MOXKHOCT Jla 00epe KaKOB BH]I
Ha TECTHpambe caka Ja U3BPIIHU, 0] KOja HACTaBHA COJPXKHMHA U CO Koja TexkuHa. [lonumara xon
IITO UMAaT MOXHOCT Ja c€ 0A0epaT ce CIIEAHUTE ONLUK. U30Upame Ha Of1eJICHHEe, HACTaBEH
IIpeMeT, HacTaBHa €JMHMIIA, TEKHHA Ha TECT.

1 OAAENEHUE - MATEMATUKA

Han/mox

KBagpatot e Hag kpyroT! KnukHu Ha cTpenkara Koja ro
03HaJyBa TOYHOTO TBPAEHE.

Ciuxa8: IlpBa canka oa MyaTuMeIHCcKa 00pa3oBHa TecT Kapruuka T-nad-pod

2.1.6 ba3za,, E-nacmasna kapmuyka “
2.1.6.1 Bosen

['maBHHOT MOyD WK ‘pOETOT Ha OOPAa30BHUOT CUCTEM € MOAYJIOT Ha 3HACHE. 3HACHETO KOe
ce KOPUCTH BO MPOLIECOT Ha YUEHE U MOIy4yBambe € CTPYKTYPUPAHO BO 0BOj Moyll. Bo TekoT
Ha CBOETO (PyHKIIMOHMpPAE, OCTaHATUTE MOAYIIM MOpa a KOMyHHUIMpaaT co Hero. OCHOBa Ha
OBOj MOJYJ IpeTcTaByBa 0a3aTa Ha 3HaeHe, BO KOja CE 3alUIIaHU CHUTE MHPOpPMALUHU 3a
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HacTaBHaTa COApXKMHA Koja Tpeba Ja ce coBlaja BO TEKOT Ha IPOLECOT Ha yYeme U
noxyuyyBame. [locTojar nBa Buma Ha 0aszu: ommTy U ekcrneprcku. Onmrute 6a3u coapkar
MIOJIATOLM O] CUTE HAacTaBHU OOJACTH, a €KCIIEPTCKUTE 0a3u ce OHME BO KOM C€ 3alULIaHu
HOJIATOLY 3@ HACTAaBHUTE COJPKHUHU CaMo OJ] OIPEJCHO MOpayje Ha 3HACHE.

2.1.6.2  Crpykrypa

baza na 3Haeme ,E-HacTaBHa KkapTHuka“‘e penamucka 0Oa3a Ha mnonaroru. Hej3uHata
CTpPYKTypaTa € CerMeHTHpaHa, OJJTHOCHO C€ COCTOU OJ] cienHute penanuu: obraz_karticka,
korisnik, predmet, test karticka, test rezultat, ucenje plan, nastavnaedinica.

2.1.7  KomyHnuxayucku mooyn

HacTtaBHUKOT/y4eHUKOT MOpa Ja My IIpUCTAlM Ha KOHLENTOT (HacTaBHAaTaKapTU4Ka) U JAa ja
IIPOY4YHU HEroBarTa COJpKHHA CO Ll 1a ja pa3depe. Bo Taa Hacoka, coap)kuHaTa Ha KOHIIETITOT
Tpeba Ja ce mpeTcTaBu BO CoojABETHa (opmMa BO HPOCTOPOT 3a xumepmenuja. Opa ce
IIOCTUTHYBA Ha TOj Ha4YMH IITO AOMCHCKHOT KOHICHT CC OIMIIyBa CO €aHA WA MOBEKE
MYyATHUMEIMjaHu cTpaHuiy. Kako IITO J0OMEHCKaTta Mpeka € MpeTCTaBeHa co jas3iu
(KOHIIENTH) U BPCKHU OMET'y HUB, TaKa U MpeXaTa Ha XUIEePIPOCTOPOT € IPETCTaBEHA CO ja3lu
(XunepMeMCKU CTPaHMULM) U CO BPCKUTE HOMely HHUB. XHIEpMEIUjaIHUTEe CTPaHULIM U
HUBHHUTE BPCKH (OpMHpaaT Mpexa Ha XHIEPIPOCTOPOT. AKO MpexaTra Ha JIOMEHH €
CTPYKTypUpaHa CIOpe] HACTaBHU TEMH, LIETH 3a Y4€He, HACTABHU MPOrpaMH, CO IPYIHUTE
WM MHAWBUAYAIHUTC KAPAKTCPUCTHKU HA YYCHHIUTC, TOTall CTPYKTypara Ha MpEKara Ha
JIOMEHH IpeTCTaByBa IeJarolika CTpyKTypa Ha JJOMEHOT Ha 3Haeme. MpekaTa Ha JIOMEHU U
MpexaTra Ha XUIEPIPOCTOp €€ AaHaJIOrHU. XUIEePIPOCTOpCKAaTaMpeka Ce€ KOPHCTU 3a
IIPUKAKYBabE HAa COJP’KUHATA BO JOMEHOT Ha 3HaeHe MIpe]l HACTaBHUIIUTE/yYECHHUILIUTE.

HacrtaeHa kapTwuka: Nad2

ATpuBYT - | ATpMBYT- onKc

KO,

001 MNMpasoaroAHKWKOT ce
Haofa Haj TPWaroNHMKOT

o002 TpraronHMKOT e nog,
NpasoaroNHUKOT

003 MpasoaroAHKWKOT Mma 4
CTpaHM

004 MpasoaroAHKWKOT Mma 4
arnm

005 TpraroMHMKOT MMma Mma
3 CcTpaHmM

006 TpraroMHMKOT MMma Mma
3arnm

Co TpenxKMTe 04 TacTaTypaTta rope, nony,
NeBo, OeCcHO NOCTABM Mo NPaBoarc/HMKOT Hag,
TPHAarofHMKOT.

Camnka 10. Pesranmja KoHIeNnT — MyJTHMEINCKA paMKa
3akaydox

VYnorpebara Ha UHPOpPMATHUKATa TEXHOJOTHja BO 00Opa30BaHUETO HE caMO IITO MOMara BO
MPOIECOT Ha YUYeHme, TYKy W ja momoOpyBa KpeaTMBHOCTA HAa YYCHHUIIUTE W TOMara BO
pelaBambeTo Ha IpOoOIeMH.

Y4emeTo co ToMOII Ha KOMIIjyTep HJI MOOUJIEH Ype.l € MAHNHATA BO COBPEMEHHUOT 00pa30BeH
cucreM. TexHosoryujaTa pacte U palyaHO ce pa3BUBa, CO IITO HH(POPMATUUYKATa TEXHOJIOTHja
CTaHyBa HEHW30CTaBEH JIeJI O] HalleTo cekojaHeBue. Kommjyrepure 1 MOOMIHUTE ypeau ce
UMIUIEMEHTHpAaT BO CUTE chepr Ha pa3Boj, O]l TEXHOJOUIKUTE U MPOU3BOJHH MPOLECH, 10
coBpeMmeHaTa MeaunuHa. [lopaan Toa, MOTpeOHO € /a ce BHecaT W BO MpUMapHUTE 00JacTu

KaKo IITO € 00pa30BaHHUETO.



Kopucremero Ha OBOj BHI Ha yuYeHhe M MOIyYyBame € OJ TojieMa KOPHUCT W IOMOINI 3a
HACTaBHUIIUTE M YUYEHHUIIMUTE BO HACTABHHOT IPOLEC, MPUIOHECYBAa BO pedopMHUpame Ha
00pa30BaHMETO U CO KOPUCTECHE Ha HOBU METOJM Ha y4YCHE JYpU U MPOMEHA Ha yloraTa Ha
HACTaBHUKOT.

MeroauTe Kou ICHEC Ce HyIaT BO 00pa30BaHUETO, U ITOKPA] TOIEMHOT Opoj pedopmHu, c¢ yITe
ce caMmo Ha MOYETOK Ha BOBEIyBame HAa KOHLENTOT 3a €NEKTPOHCKO yueme. OBa 0coOeHo ce
oJlHECyBa Ha pe)opMUTE BO OCHOBHOTO 00pa3oBaHKe, Ha BO3PACT HA KOja Ha YUYCHHUIIUTE UM €
HAJIIOTOHO Ja co3lafar W pasBujar uHopmarnuka kynrypa. [lopagu Toa, HacTaBHATa
nporpama tpeba jia ce pa3BuBa Co MOMOII Ha MHPOPMATHKATa KAKO OCHOBHA 00pa30BHA IpaHKa
Y CO TIOMOIII Ha TEXHUYKHUTE ypenu. Ha Toj HaunH, y9eHUKOT HHTEPaKTHBHO Ke Oujie moBp3aH
CO IIeJIaTa Mporpama u MoCBECHO U CAaMOCTOJHO K€ TO TECTUPA 3HACHETO KOE IO MMa U K& MOKE
Jla CU TH MPOBEPH cuTe MHpOpManuu 3a OMIIO KOM HACTABHU MPEIMETH HAa MHOTY JIECEH U
eQHOCTaBeH HadyuH. Arukanujata “E-HacTaBHM JnMBUMBba” € aluIMKalMja Koja HYAH
CaMOCTOjHOCT, HHTEPAKTUBHOCT U IpeJl ce 3a0aBa Ha CUTE y4eHUIM. Taa HECBeCHO HyaAu Op3
Y JIECCH HAa4YMH Ha MPOBEPKa Ha COTICTBEHOTO 3HacHe. Taa jgaBa eHO MOWHAKBO IVICAMINTE Ha
KOMIIjyTepckaTa-uHpopMaTHyka HayKa Koja C€ KOPHCTH BO OOpa30BHHUTE CHCTEMH.
TexHosorujara € HalaTa WIHWHA, HIHHHATA HA MJIAJUTE YYCHHIIU, TOa € (aKTOT CO KOj ce
COOUYyBaMe M IMOPaJIH KOj MOpa Ja pa3MUCIyBaMe U Jia CO3JaBaMe aruTUKaIli KOW CE€ BO HCT
YEeKOp CO HEJ3MHUOT Pa3Boj
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AOcTpaKT

Aneopumamom Bewmauka kononuja na nuenu - (Artificial bee colony) ABC e 00 nHeodamna 6o8edeH
aneopumam 3a 2nobarna onmumuzayuja. Ilpunara 6o epynama Ha nueiHu areopummu, 0OHOCHO 80
epynama na unmenuzenyuja Ha pojom (Swarmintelligence). Toj cumyrupa unmenezenmmuo oouecysarve
Ha pojom nuenu 60 npoHaorarse Ha xpana — meod. 080 aneopumam e eOHOCMA8eH U 00Cmda
rexcubunen, Kako u co meHoeHYuja Ha NOCMOJaHO YCOBPULYBAIbE.

Toxmy unmenezenmnomo oOHecysaremo Ha pojom nuenu (Swarm Intelligence) e erasnama uoeja 3a
cooasaremo Ha 0680j areopumam. Toj, 6p3 0CHOBA HA UHMELE2EHMHOMO 0OHECY8Abe HA NYeIume 60
pojom, 20 Opeanu3uUPa PYHKYUOHUPATLEMO HA KOMIJYMEPCKUOM CUCMEM U He208Ume KOMYHUKAYUU CO
onkpysicysarwemo. Co Opyeu 300posu eu opeanuzupa nooeibama Ha yiocume, HAYUHOM HA
KOMYHUKAYUJa U NPEHeCy8arbemo Ha NOoGOIHUMe UHGopmayuu.

ABC aneopumamom, Koj eu KOpucmu NpuHyunume Ha (PYHKYUOHUPATbEHA HA MAKAHAPEHeHama
BEUMAYKA KOJOHUJA HA NYENU U BEULMAYKU HEBPOHCKU MPEJNICU, 60 080] MPYO ce KOPUCIMU 30 PEULABaATbe
Ha npobiemMom npeno3nasarse Ha OAHKHOMU.

Kayunu 360poBun

Anroputamor ,,BermTauka KoJlOHMja HAa MYENU', MHTEIMTreHnHja Ha pojor, ABC amropuramor,
Nperno3HaBambe Ha OAHKHOTH.

BosBen

[Tuenure ce MHCEKTH KOM >KHMBeaT BO poeBU. JKMBOTOT BO MYETMHHUTE POEBU € CTPOro
OpTraHU3MpaH, pEYNCH Ha HUBO Ha OPTaHM3MpaH HAa YOBEYKOTO onmrecTBo. Cexoja miyena nma
cBoja (pyHKIMja U *KMBee U pabOTH cripeMa MpaBuiiaTa KOM BJIaJieaT BO HUBHOTO OIIITECTBO.
[lenTa Ha BakBaTa OPTaHU3WPAHOCT € IITO MOOP30 U MOepUKACHO MPOHAOTAHE U3BOPU 3a
XpaHa ¥ IPOU3BOJICTBO HAa MeJI, OJJHOCHO UyBame Ha 0e30e1HOCTa Ha POjoT.

VHTETUreHTHOTO OJJHECYBamke Ha MYEIHTE M OINIITECTBEHATa OPTaHU3WPAHOCT HA POCBHUTE
MYEJIM € MOToIHA 32 UMUTHPAE U YCOBPILIYBaWkE HA JIOTHYKATa CTPYKTypa Ha alrOPUTMUTE
KOU Ce KOPUCTAT MpH epuHUpame Ha QYHKIUOHUPAHETO HA KOMITjYTEPCKUOT CUCTEM.
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1. Bemrayka KOJIOHHja HA MYeJIH

Aaropuramor Bemrrauka koJioHuja Ha muesan - ABC e oa HeolaMHa BOBEJEH aIropuTam
3a riao0anHa ontumu3anuja. [Ipunara Bo rpymnara Ha MYETHU aITOPUTMHU, OJTHOCHO BO Ipyrara
Ha MHTeNUreHiuja Ha pojot (Swarmintelligence). Toj cumysHpa UHTEIETEHTHO OJHECYBAbE
Ha POjOT MYENIM BO MpOHaorame Ha XpaHa — Mea. OBOj anropuram € €JHOCTaBeH M J0CTa
(brexcubuiieH, Kako U co TeHCHIIMja Ha TOCTOjaHO YCOBPIIIYBAaE.

ToKMy HHTEJIETeHTHOTO OJIHECYBamETO Ha pojoT muenu (Swarm Intelligence) e rmaBuara naeja
3a COMABambETO Ha OBOj anropuTaM. T0j, Bp3 OCHOBa Ha MHTEJETEHTHOTO OJHECYBAaI-E Ha
TYEITTE BO POjOT, TO OpraHu3upa (PyHKIIHOHUPAHETO Ha KOMITjYyTEPCKHOT CUCTEM M HETOBHUTE
KOMYHHKAIIH CO ONKPYXKyBameTo. Co Ipyru 300poBHU 'l OpraHu3upa nojendara Ha yJIorHre,
HAYMHOT HAa KOMYHHKaIlMja U TIPEHECYBAmhETO HA NOBOJIHHUTE MHpopMarmn [1].

1.1 Ilooenéa na ynocume

CucreMoT poj Ha MUeIuTe GeCIpPeKOpPHO (PYHKIIMOHUPA BO CBOUTE aKTUBHOCTH, OJarogapejku
Ha CIelyjaju3anijaTa Ha HErOBHTE CIWHKH, IMojendara Ha paborara, CHUMYJITAHOCTA H
camoopranu3zanujara. Heroa riiaBHa 3ayiava e npuOupame Ha XxpaHa (Mej1). 3a yCIIelIHo Ja ce
M3Be/lyBa OBaa 3ajiavya, CEMEjCTBOTO HA MYENIM € IMOJCJICHO Ha: MAaTHHA, TPYT U MYeIn
padornuuku (Cnuka 1).

Marunure ce 3aJ0/DKeHU Ja JIeKaT Ha jajiara, a TPYTOBUTE 3a OILUIOJNYBAalkC HA MAaTHIATA.
bunejku co3naBameTo U YHUIITYBAHETO HA CIIMHKUTE BO AITOPUTMOT HE € IOTPEOHO, aKIICHT
Ce CTaBa Ha TPETHOT BU/] Ha MMUesid — padboTHHYKH. [TocTojar /Ba BU/a Ha MUesid paOOTHHYKA
u3BHAHUIM(SCOUt bees) u cooupaum (forager bees). CoGupauunte ce aenat Ha 3aMOCICHH U
He3arocJieHn (HaOJIylyBaul KOM 4eKaar MHQPOpPMAIMN 32 M3BOPUTE BO CKCILIOATAIMja M 3a
MOTEHIMjaJTHUTE U3BOPH).

Ciuxka 1: Unycrpanuja Ha BUAOBH myeau: MmaTuna (a), Tpyr (b), padornuuka (C)



W3BugHuMTe Cce ABMIKAT MO CIIydaeH M300p BO IMoTpara 1o HOBU WM3BOpuU. OTKako Ke ro
MPOHAjIaT M3BOPOT, THE CE BpakaaT BO KOIIHHUIATA M CO MYEIHH TAHI[ IO MPOMOBHpAat
MOCETCHHOT M3BOp CO MH(GOpPMAIMK 32 HETOBUOT KBAJIUTET. BOOOMYACHO € Kaj IMYeTHHTE
KOJIOHHUHU OpOjoT HA COOMpPAYM 3HAYUTEITHO J]a TO HaIMUHE OpojoT Ha u3BUAHUIHM. [10 TaHIIOT,
M3BUIHUIIMTE C€ BpakaaT BO CBOJOT U3BOP BO NMpHAPYk0a Ha muenu cooupadyr. HUBHHOT Opoj
3aBHCH O] KBAJIMTETOT HA IOPAKaTa IITO ja MPEeHeCcyBaaT N3BUIyBAaYHTE.

CoOupaunte ce oJlHECYBaaT PEAKTHBHO KOH M3BUIHUIUTE, OJHOCHO 3aBUCHO O JOOMECHUTE
uHpopmanuu. [Tuenure Bo KOJOHUjaTa I'H INIeAaaT U3BUAHUIIUTE BO IPOCTOPOT MPEIBUICH 32
TaHIyBamke. Bo 3aBUCHOCT 01 IPOMOBUPAHUOT KBAJTUTET HAa H3BOPOT, THE OJUTYYyBaaT JIAJIv Ce
3aWHTEepECHpaHH 3a HOBHOT M3BOP M I'M 3a[IOMHYBAaT ynarcTaara. MIcTo Taka ro 3alilOMHyBaaT
MHUPHUCOT Ha U3BOPOT (OMICj KK U3BMIHUKOT OMJI TaMy) 3a Jia 3HaaT Kora Ke ja JIOCTUTHAT IeNTa.
bunejku COHIIETO MOCTOjaHO ce IBMXKM, IMYETUTE MMaaT BHATPEIIHO YyBCTBO 3a Bpeme, Ma
3aT0a ' MpUJIarolyBaat nH(GOpMAIMUTE 332 COCTOjOa Ha U3BOPOT, J1a OIrOBapaaT Ha MOMEHTOT
kora ru npumuie. CoOupaunre, Kora ke ce BpaTar, MOXKaT Jia MPOAOJDKAT Ja TO IMOCEeTyBaaT
WCTHOT U3BOP WJIH JIa OJIaT BO MOTpara 1o HOB U3BOP, MPETJICAYBajKU T HOBUTE WH(GOpMAIIHH
Ha ,,IOANYMOT 3a TaHI[. CHCTEMOT CIIOpe]] KOj MYEIUTEe JOHECYBaaT OJIYKH HE € LEIOCHO
MO3HAT, HO MOJXKE JIa CE MPETIOCTaBU JIAIM Ke OCTaHAT HAa CTAPHOT M3BOP WJIM Ke TPrHAT Ja
paboTar Ha HOB H3BOP,BO 3aBHCHOCT OJ cropeabata Ha noOueHWTe WH(POPMAIMU 3a
KBAJIUTETOT HA HOBHOT M3BOP M MH(POPMAILIUUTE 33 CTAPHUOT.

1.1 ITuenun many

[MTuenute komyHurmpaat co Tann (waggle dance) uue 3naueme ro memmudppupan Karl von
Frisch [2]. Tanmor Ha muenute ce oaBHBA BO JBe (a3u: MadTame W KPYKHO BpaKambe.
KpyxHOTO Bpakame ce 0JBUBa HAM3MEHHYHO - IIPBO Ha €/IHaTa CTPaHa, a MOToa Ha JpyraTta,
ITO BKYIHO (GopMupa IBHXKCHE BO BHA Ha ocmuma. dazata Ha mMadTame € KIydHa 3a
MpeHecyBamke NHPOPMAIIUU Ha IPYTH MMYEIIH.

[TyenmuTe cO MOMOINI HA CBOJOT TaHI| KOJAUPAAT TPH KIIYIHHU TOIATOIIH:

® HAaCOKa Ha M3BOPOT,
¢ OOJAJICUCHOCT Ha U3BOPOT;
® KBAJIMTCT HAa U3BOPOT.

Ha T10j HauuH cekoja nmyena Moke /1a TO 0CO3HAe Ha/IBOPEIIHUOT CBET Iypy U aKO HUKOTalll He
ja HamymTH KolHunara. [Iyenure co Toa ru KOMOMHUpPAaT CBOMTE CO3HAHHUja CO TyIUTe, Ma
JIOHECYBAaT OJJIYKH 3a CIICAHUOT MOTET.

Hacoka Ha W3BOpOT MpeTcTaByBa HAajCIOXKEHO IU3ajHUpaH nojaarok. VMeHo, myenute ja
KOpHCTAaT rpaBUTalMjaTa 1 moyioxk0ata Ha coHuero. Co TaHIOT MO BEpTHUKaIHATa MOBPLINHA
Ha KOILIHUIIaTa (rope-/10J1y) MpeHecyBaat nH(GOpMaluY 3a HACOKaTa Ha U3BOPOT Ha XpaHa BO
OJIHOC Ha TpaBUTAIMjaTa, a CO TaHII [10 XOPU30HTAJIHATA OBPIIMHA MPEHECyBaaT HUHPOpMaLUU
3a HacoKaTa Ha XpaHaTa BO OJJHOC Ha HacokaTa Ha coHueto. [locrojar cieaHuTe mpaBuia Ha
TaHLOT:

e Kora muenure ce IBMKAT MO BEPTHKAIHATA PAMHHUHA Ha ITYEIMHATA KOIIHHIIA TTpeMa
rope, ja 03HadyBaaT HacoKaTa CIIPOTHBHA OJf HACOKaTa Ha TpaBHUTaIHjaTa.

e Kora muenure ce IBMKAT MO BEPTHKAIHATA PAMHHHA Ha ITYETMHATA KOIIHUIIA TIpeMa
JI0JTy, ja 03HaYyBaaT HACOKATa Ha TpaBHTAIMjaTa.

e Kora muenuTe ce ABMKAT MO XOPH3OHTAIHATA PAMHUHA ja O3HAadyBaaT HAcOKaTa O]
KOIITHHIIaTa KOH COHIIETO.

JIBeTe HACOKM ce MpeceKyBaaT MOJ HEKOj aroji, BO HAacoKa Ha JIBIKEHE CTPEIKUTE Ha
YaCOBHHUKOT WUJIM cpoTUBHO. OBOj arojl 03HayyBa Jajl U3BOPOT HA XpaHa € JIECHO WJIU JIEBO
O]l COHIIETO, OJTHOCHO arojioT KOj 0 COYMHYBaaT MpaBaTa Ha HACOKaTa KOIIHUIA — COHIIC U
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MpaBaTa Ha HacOKaTa KOUIHHIIA — U3Bop. J[BeTe mpaBu MOYHyBaaT O] UCTa TOYKA, TOYKATa BO
Koja ce Haora komHunara (Cnuka 2).

Co nBIXEHETO 3a BpeMe Ha TaHLOT U3BUAHULIUTE TpaBat (UTYpPH BO BUJ HA OCMHUIIA.

Ha Cnuka 2 muenata U3BMAHMK M JaBa HH(GOpMAIMK Ha mmyenaTa pabOTHHK JIeKa U3BOPOT ce
Haola BO HacCOKa KOIIHHUIIA — COHIIE (a), HO MU3BOPOT ce Haora momecTeH 3a aroy oT 40° Bo
HACOKa CIIPOTHBHO OJ1 HACOKATa Ha JIBFKCH-E Ha CTPEJIKUTE HAa YaCOBHUKOT (b).

aly

@) | (b)

Cauxa 2 [T4esimH TaHI 32 YIATCTBO CIIPeMa COHIETO (2) M CIPOTHBHO 0] HACOKATA HA CTPEJKHUTE HA
YAaCOBHHMKOT BO 0aHOC HA conuero (b)

WNudopmanuja 3a ojangedyeHocTa Ha U3BOPOT O KOIIHUIIATA BO KOja C€ U3BEyBa TAHIOT Ce
no0uBa o7 Op3uHaTa Ha TAaHIOT (ONUIIyBamke Ha purypure ocmunn). [loronema 6p3uHa, 3Ha4n
JieKa U3BOPOT € MOOINCKY U 00paTHO NoMasa Op3uHa 03HayyBa JIEKa € MOAAJIEKY.

[To mobuenuTe MHGOpPMAIUH, IMUYeNiaTa Jgoara 10 U3BOPOT HA XpaHa (IBETOT) U cOOUpa Mej.
Taa cobupa u MHGOpPMaLMK 3a KBAJIUTETOT HA XpaHaTa M KOJIMYMHATA CO KOja pacmojara
n3BopoT. Kora ke ce BpaTH BO KOIIHUIIATa OBUE HH(POPMALIUK UM T'H MIPEHECYBa HA IPYTUTE
IpeKy Op3uHaTa Ha KpyXHarta (a3a U BpeMeTpaewheTo Ha TaHLOT. J[pyrure muenan Moxar ja
I00MjaT MHIMKAIHja 32 KBAJMTETOT Ha U3BOPOT U O OPOjOT Ha MYETH KOW TO MPOMOBHpAAT
UCTHOT U3BOP. MI3BOPOT CO MOBHCOK KBAJIUTET 'O MOCETHIIE TIOr0JIEM Opoj MUEIH.

2. Ancopumam

[MpuHIMNUTe Ha BeIITAYKaTa KOJIOHHja HA TYENU Ce HCKOPHCTCHH 3a KpEUpame Ha
takaHapeueHnor ABC anroputam (nuerun aneopumam). ANTOPUTAMOT C€ KOPUCTHU 3a
TpeHupame Ha HeBpoHCcka Mpexa (artificial neural network) koja nma 3amgaga na nperno3Hasa
KHW)KHU OAHKHOTH, OJTHOCHO J1a TH KJIacH(UIMpa BO OJIPEIACHHU IPYITH.

KnygaroT MexaHu3aM Ha MYETHHOT alTOPUTAM Ce MCTpaKyBame (research)u excrutoarariuja
(exploitation). ITuenuTe W3BUAHUIM Ce 3aJ0JDKEHH 3a (¢asara H3BHIyBambe, a IMUCIUTE
cobupauu 3a ¢azara eKcruioaTamja.

KiydHHOT MexaHW3aM Ha aJrOpUTMHUTE Ha MYEIHUTE JIEKH BO J0OPHOT COOTHOC Ha
uctpaxysame (exploration) u ekcruroaranumja (exploitation). ITuenn wu3BHIHHIK ce
3a7I0JDKeHN3a (ha3aTancTpaxyBame, a MIeauTe cooupaun 3a ¢aszara ekcruioararuja. [1okpaj
TOa, aJITOPUTMOT € MCTO Taka MHOTY (piekcuOuieH. JlecHO ce mpuiaroayBa Ha JUHAMHYKA
MPOMEHJIMBUTE MTPOOJIEMHU U YCICHIHO CE CIPaByBa CO HAIMUHYBAMbE HA JIOKATHUTE KPAjHOCTH
BO TOTpara 1o rio0aTHuTe.

Beirrauka myeirHa KOJIOHH]a € MOJIe/ieHa Ha Tpu rpynu: Bpaboreru muenu (employedbees),
HabayayBaun (onlookers) u uzBuaauu (SCOUts). I[Tuenara pabOTHHK ja HCTPaXKyBa OKOJIMHATA
Ha U3BOPOT IITO MPETXOAHO TO moceTria. [Tuenute HabMy1yBaun BO (UTrypaTHBHA CMHCIIA TH
HaOJpyyBaaT MYETUTE HA MOAWYMOT INTO M3BEAyBaaT IMUYEIUH TAaHI[ U HOCAT OJJyKa Koja
myena ke ja cienat. I3BUAHHUIINTE CIIPOBEAYBaaT clyyajHO MpebapyBame Kaje Ou MOKeso aa
uMa XpaHa.
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[TuenHaTa KOJOHHjaTa CE€ COCTOU MPETEKHO O] MUYESTH PAOOTHUYKH U MYETH U3BUIHUIIM, BO
HpI/I6JII/DKHO HCT NPOLCHT. AKTHUBHOCTHUTE Ha NU3BUIHUIIUTE CC jaByBaaT HJIM KOr'a IIOYHYyBaaT
co Oapare Ha HOB M3BOP MJIM KOTa eKCIUIoaTalijaTa Ha MOCTOCUYKUTE U3BOPH 3aBPIIUIIA.
CTpykTypara Ha aJrOpPUTMOT CE€ COCTOM O] jaMKa CO MOBTOPYBAaHmE Ha TPH OCHOBHH YCKOPH.
Cekoj 4eKop € 3aJ0JDKEH 3a oJpejieH BUA Ha myenu. [IpBo muenure pabOTHUYKH O Mepat
KBJUTETOT HAa HUBHHUTE pelieHuja. [loToa nHpopMaUUTE 3a KBAJIMTETOT CE CIIOJCITYBaaT Co
HaOnynyBaunte. HabnymyBaunte moHatamy ja moceTyBaaT OKOJIMHATA HAa M3BOPOT 3a KOj Ce
omryunie. Mrepanujara ce 3atBopa co (a3a Ha M3BHHYBame, KOja ce CIydyBa camo akKo ce
HAITYIITAT TOCTOCYKUTE PEIICHHA.

I'nenano ox acrekt Ha ABC anropuramor, JioKaigjata Ha W3BOPOT Ha HEKTap IpecTaByBa
MOXHO pEIICHHEe Ha MPOOJEeMOT KOj IO ONTHMHU3MPaMe, a KOJIMYMHATA HA HEKTapoT ¢
CKBHBAJICHTHA HA KBAJIUTETOT HA HAOIYAyBaHOTO PEIICHUETO Ha MPOOIEMOT.

AJIeKBaTHO Ha IMUYEITUTE O] IPUPOIATa OJIroBapaaT BUPTYCIHH TUEIIH BO aJITOPUTAMOT.
Osnakata N ce BOBeayBa Kako MPOMEHJIMBA Ha IOIMYyJalldjaTa HA IMUYEIUTE BO KOIIHHUIIATA.
Cexkoj TUI Ha mYeu rerepupa ceoe pemenune Xi (i = 1, 2, ..., N) kazge Xi ¢ D-1uMeH3n0HaNeH
BekTOop. BpenHocra Ha nuMen3ujata D e erakBa Ha OpojoOT Ha mapamMeTpuTe KO Tpeda 1a ce
ONTUMH3UpaaT. JlONOJHUTEIHO, BO ITOPUTAMOT, CE BOBEIyBa 03HaKa 3a urepanuja C=1, 2,
... Cmax.

2.1 Iluenu pabomnuuxu

[TuenuTe paboTHMYKHM, COOMPAjKN HEKTAP O U3BOPOT, HICTOBPEMEHO ja HaOJbyayBaaT HEroBaTa
OKOJINHA BO HAcOKa Ha IMPOHAOrame Ha MOKBAIUTETCH M3BOP OJ MOCTOCUKUOT. AKO HajaaT
MIOTIOBOJICH U3BOP, HOCAT PEIICHHUE JIa C€ HAIYIITH CTapUOT U3BOP, CE BpakaaT BO KOIIHUIIATA
U 'Y HHPOPMHpAAT OCTAHATUTE IMYEIH HaOJbyqyBadH 3a HOBOTO pemienue. HabipynyBauu ce
JeJ Of MYeIUTe PAadOTHUYKH KOM MOMEHTAJHO HE Ce 3aIllOCJICHH, KOM 4YeKaaT 3aIllOCIICHUTE
pabOTHUYKY J1a TM HH(OPMHUPAAT 32 €KCI0ATUPAHUTE WIIH IOTEHIIN]aHUTE U3BOPH.

Hcro ce ciryuyBa U CO BEIITAYKUTE MTUYEIH BO aJropuTaMoT. Bemraukara muena HaOsbyyBay
r0 aHaJM3UPa HOBOTO PEIICHUE M aKO € MIOKBAIUTEHO O] CTAPOTO IO IAMTH M r0 KopucTH. Bo
CIPOTHUBHO OCTaHyBa MOBP3aHa CO CTAPOTO.

Bo nponomkenue e naseHa OCHOBHAaTa (opMyia Ha MUENMHHOT AITOpPUTaM KoOja, OCBEH
m4yeauTe pabOTHUYKH, TO KOPUCTAT U muenuTe HabspyayBaun. Co Taa ¢popmyrna, Bp3 OHOBA Ha
CTapoTO pelleHue (BEKTOpPOT Xi), AITOPUTAMOT T€HEpUpPa HOBO pElIeHHE (BEKTOp Vi)3a CUTE
TYeIu:

v. =x. +rand(-11)*(x, —x, )

M
. o v

Kame k €{1,2,..,N} uj €{l, 2, ..., D} ce cnyuajuo u3bpanu unaexcu. Co aquHa MeToia ce
MaMeTH caMo MOJOOPHOT BEKTOP MOMETY Xi U Vi.

2.2 ITuenu naodwyoysauu

W3BemrTajoT Ha muenuTe pabOTHUYKU KOM CE 3aloClieHH ro HabJbynyBaaT HEBPaOOTEHHTE
muenn (muenu HaOspymyBaun). [Tuenure naBaat mHbOpMAIUU 32 H3BOPOT KOj TO KOPHUCTENE
WIM 32 HOB M3BOp 3a KOM MHUCIAT Jeka € mogobap. Tue ru aHanmsupaar u CropeayBaaT
MpeIIoKEeHUTe pelleHuja (mpeyiokeHuTe u3BopH). JlormyHo € muenuTe IMTO HOcaT
uHbopMalMK 3a MOAOOpPH pelIeHHja Ja MpHUBIeYaT MoroieM Opoj ,.crnendenuuu’. OBOj
MIPUHITUIT C€ peaji3upa cO METOJOT Ha €THOCTaBHA CelIeKIMja HapedeHa TPKajo 3a pyJeT
cenekiyja (roulette wheelselection).

BepojatHocTa na npudarar oapeneHo penieHrne ce mpecMeTyBa co pelianujaTa:
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kage Pi mpecraByBa BepojaTHOCTa JieKa IT4yesaTa rmocMarpad ke ro npudaru pemenuero "i"

KaKO CBOC€. HOCMana‘II/ITe II0 JOHECCHAaTa OIJIyKa KOE€ PCIICHHUC Ke TO an(baTaT, '
CIIpOoBC€AYBAAT UCTUTC IMOCTAIIKH KAKO MMYCIIUTEC 3aIlI0CIICHU pa60THI/I‘-IKI/I.

2.3 ITuenu uzeuonuuu

M3BugHunuTe (OCBEH NP MHHUIM]jaIU3alldja) MpecTaByBaaT MaJIMHCTBO BO KOJOHH]aTa, BO
ciopenda co apyrute ase rpynu. [lorpebara 3a M3BHIyBamke ce jaByBa cCaMO KOTa PEIICHUETO
€ 0JIOMEHO, 3aT0a € MMOTPEOHO Ja Ce Hajlle HOBO, HE3aBUCHO O] IPETXOAHUTE penieHuja. Toramn
ce BOBElyBa HOB M3BUIHMK KOj HA0Ta HOBO PEIICHHE BHATPE BO 3a7aieHUTE rpaHuin. JloinHara
rpaHuIla € OJ[peicHa co BeKTop d, a ropHara rpaHuiia co Bektop g. KoopauHaTute Ha HOBUOT
M3BOD CE NMPECMETYBaaT CO pealujaTa:

x, =d, +rand(0]) *(g = 3

Hcrara dopmyna ce KOPUCTH BO TEKOT Ha MHHIMjAlIM3alldjaTa Ha ajlropuTaMoT, Kora ce
TeHepupa MoYeTHaTa cocToj0a Ha O6a3aTa CO MOJATOIMTE HA IMO3HATUTE W3BOPU, OJJHOCHO CO
pelleHrjaTa 32 HUBHO KOPHCTEHE.

2.4 I1ceedokoo

Co koMOWHHMpame Ha TPETXOJIHO OINHWIIAHWTE OJHECyBama Ha myenute ce noomBa ABC
aIrOpUTaM KoOj I'M OO€JMHYBa CHUTE YETHPH CEJEKIMCKH IpOLECH: JIOKaJHA CelleKLHja
(bopmymna 1), rmobanua cenexuuja (popmyna 5.2), cenexiyja mno ciydaeH uzoop (hopmyna 3)
U aJlYHa CeJIeKllMja Koja ce OTYMTYBa CO alldyHO OMpame M M3MEHa Ha CTapoTO U HOBOTO
pemenue. Co MPeTXOAHO ONMUIIAHNTE TIOCTAIKH MOXKAT J]a CE pealln3upa CIETHUOT IICEBIOKO/:

Inicijalizacija:

ZAi=1DON
Inicijaliziraj go vektorot x; sprema formula 5.3
KRAJ ZA
iteracija=1
POVTORUVAJ
Faza na zaposleni pceli:
ZA SEKOJA zaposlena pcela (1)
Presmetaj vi vrz osnova na x; sprema formula 1
AKO kvalitet(v;) > kvalitet(x;) TOGAS Xx; = v;
KRAJ ZA SEKOJA
Faza na nabluduvac:
ZAi=1DON
Presmetaj ja verojatnosta P; od X; sprema formula 2

=W



KRAJ ZA
ZA SEKOJA pcela-nabluduvac (1)
Izberi X; = X; (SO verojatnost P;)
Presmetaj vi vrz osnova na X; sprema formula 1
AKO kvalitet(v;) > kvalitet(x;) TOGAS X; = Vi
KRAJ ZA SEKOJA
Faza izvidnici:
ZA SEKOE otfrleno resenie (x;)
Generiraj novo slu¢ajno rjesenie x; sprema formula 3
KRAJ ZA SVAKO
AKO MaxResenie(iteracija) > MaxResenie TOGAS
MaxRjesenje = MaxRjeSenje(iteracija)
iteracija = iteracija + 1
AKO (iteracija == Cmax) TOGAS PREKINI
KRAJ POVTORUVAJ

Cuamuka 3 IlceB10K0/ HA AITOPUTAMOT ,,BemTauka Ko10HHja HA MYean*

3akiay4ok

,, Berrauka Kojonuja Ha muenu  (anr. artificial bee colony- ABC) npetcraByBa anropuram
3a ONTUMH3ALMja KOj cliara BO rpyrara Ha IYEeTMHU aJITOPUTMH, OJIHOCHO Ha MHTEJIMTCHII1jaTa
(aur. swarm intelligence) Ha kosonujaTa Ha muend. Pa3BueH e BO MOBEKe BEP3UH, HO CHTE THE
ro KOpUCTAaT OCHOBHHOT IMPHUHIIMII, CIIOj MOMely UCTpaKyBame (M3BHIyBame) (research) m
ekcrioataiija (exploitation). ITuenute U3BUAHUIM Ce 3a0/DKEHH 3a (Da3aTa U3BUIYBaIbE, a
MYENTUTE COOMpayn 3a (a3zata eKCIuIoaTaImja.

Co HeroBoto JepuHHpaEme, OBOj aNropuTaM MPOrPECHBHO IMOYHA Jla CE NpPUMEHYBa 3a
peliaBame Ha rojieM Opoj KOMIUIEKCHM TpPOOJIeMH 3a ONTHMM3allMja BO MaTeMaTHKaTa,
JIM3aJHOT U ONITUMATHU3aIMjaTa Ha KOMIT)YTEPCKUTE CUCTEMH, HHKEHEPCTBOTO, YITPABYBAHETO
CO MIPOU3BOJIHUTE MPOIIECH BO UHIyCTpHUjaTa, poOOTHKATa, OMOUHKEHEPUHTOT UTH.
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